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Abstract

It is now possibleto microsimulatethetraffic of whole metropolitanareaswith 10 million travelersor more,“micro” meaning
that eachtraveler is resohed individually as a particle. In contrastto physicsor chemistry theseparticleshave internal
intelligence;for example,they know wherethey are going. This meansthat a transportatiorsimulation project will have,
besideghe traffic microsimulation modues which modelthis intelligentbehaior. The mostimportantmodulesarefor route
generatiorandfor demandgenerationDemandis generatedy eachindividual in the simulationmakinga plan of actvities
such as sleeping,eating, working, shoppng, etc. If actvities are plannedat different locations,they obviously generate
demandfor transportationThis however is not enoudn sincethoseplansareinfluencedby congestion which initially is not
known. This is solved via a relaxationmethod,which meansteratingbackandforth betweenthe actvities/routesgenerdon
andthe traffic simulation.
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1. Intr oduction ilar to physics,in mary caseghis is not necessaryit

is sufficient to introducesomerandannessnto every

time step(anrealedvs. querchedrancbmness).
Therreis however afundanentaldifferencebetween

carsandelectrors: Carstypically have a destination

Carsfinding their way through a streetnetwork re-
semble say electrors finding their way throwgh a re-
sistor network. This meansthat one can use micro-

scopicsimulationmethod, suchascellular autonata
or molecuar dynamicssimulatiors. In order to be as
realistic as possible,one might think that different
kinds of drivers areneededsuchaspeope with poor
or educatd driving skills or peopledriving agges-
sively or in a calmmanrer. But it turns out that, sim-
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which males the particlesdistingtishable,and ary

mathenaticalappra@achcorsiderablymoredifficult. In

corsequencaenuchprogessin recentyearswasbased
ontheuseof conputers.Thesesimulationmodelsin-

deedresemte cellularautomataor molecdar dynam

ics,or sometimesmodh particlehydrodyramicssim-

ulatiors. The particles (vehicles) hawever carry con-
siderally more intelligence for exanple abouttheir

route andtheir final destination.
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2. TRANSIMS

The TRANSIMS (TRanspaation ANalysis and
SIMulation System)[1] is a microsimulationprgect
for transpotation planring developedat Los Alamos
National Labaatory. Transpetation planring is typi-
cally dore for large regional areaswith several mil-
lions of travelers,andit is donewith 20yeartime
horizans. This hastwo meaning: First, a microsimu-
lation appoachneedsto simulatelarge enowgh areas
fastenowh. Secondthemethalology needto beable
to pick up aspectdike inducedtravel, wherepeope
chang theiractiitiesandmaybetheirhomelocations
becausef chamgedimpedacesof the transpotation
system.Basedon theseissues,TRANSIMS consists
of the following modues (Fig. 1):

— Population generaion. Demogaphic datais dis-
aggrgatedsothatwe obtainindividual households
and individual howsehold membes, with certain
charactestics, suchasa streetaddress, car owner
ship, or housebld income|[2].

— Activities generatimn. For eachindividual, a setof
activities (home, going shoppimy, going to work,
etc.) and actiity locations for a day is gener
ated[3,4].

— Modal and route choice For each individual,
modes androutesare geneatedthat conrectactiv-
ities at differentlocatiors [5].

— Traffic microsimulation. Up to here,all individu-
als have madeplansabouttheir behavior. Thetraf-
fic microsimulation execuesall theseplanssimul-
taneosly. In particdar, we now obtaintheresultof
interactiors betweenthe plans— for exanple con-
gestion.

In addition suchanappoachneedso make themod-

ulesconsistentvith eachother For examge, plansde-

pendon congestion, but congestiondepend on plans.

A widely acceptednethodo resolhethisis systematic

relaxation [6] —thatis, make preliminaryplans runthe

traffic microsimdation, adaptthe plans,runthetraffic

microsimuation againetc.,until consisteng between
modues is reacted. The methal is in fact similar to

relaxatior methals in numerical analysis.

Thismeanghatthemicrosimulationneedgo berun
morethanonce— in our experierce abod fifty times
for arelaxation from scratch[7,8]. In consequece,a
computingtimethatmaybeacceptale for asinglerun
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Fig. 1. TRANSIMS design

is no longeracceptabldor sucha relaxationseries—
thusputtinganevenhigherdemarl onthetechnolay.

3. Cellular automata and queuemodel simulation
of traffic

Human behaior canbe compex. It is a challerge
throughaut prgects suchas this oneto simplify the
rules of behaior for the compter implementation
andstill obtainusefulresults.Thereis for examplea
corsiderableamount of work abou cellularautomata
mockls for car traffic [9], which is also the methal
usedby TRANSIMS [10].

Defining “useful results” depend on the question
For TRANSIMS which is designedfor transpota-
tion planning, mary importantaspectsiependon link
travel times.Thesen turndepemn ondelayscausedy
corgestionandcongestionis causedy demal being
higher than capacity Thus,the prodem to be solved
is haw to handlethe capacityconstraits of the road
network, suchas maximun flow on freaways, traffic
lights on arterialsand opposing traffic flows in case
of ungrotectedturns. The CA appoachgeneatesthe
correctbehaior from a few basicparaneterssuchas
noise paraméer in the acceleratioron freewvays and
on arterialsor gap acceptane for unprdectedturns.
An evensimpleralternatve is a quete mocel [11,12].
Basically within this model,eachlink is represeted
by a queuewith a free flow velccity vg, alengthL, a
flow capacityC anda nunber of lanesn unes; these
values are given by the input files. Freeflow veloc-
ity is thevelocity of traffic whenthetraffic densityis
vely low. Freeflow travel time is givenby therelation
Tg = L/’Uo.

We have two different capacityconstraintsrelated
to eachlink. The flow capacitylimits the numter of
vehclesthatareallowedto leave thelink. Thestorage
capadty, ontheotherhard, contolsthenunberof the



vehiclesthat areallowed to enterthe link. If oneas-
sumeghatthe spacea vehcle occupesin corgestion
islyen = 7.5 m, thenthemaxinumnunberof vehicles
that a link cancontainis Ngites = L - Nyanes/lveh.-
This is the storagecapacity

Vehiclesthenmove accordimg to their plansin this
guete simulation.When they entera link, they are
addedattheendof aqueueWhenall vehiclesin front
of themhave left, thenit is their turnto leave thelink.
The dynanics for the queuemocel is implemented
usingthealgorithm shavnin Algorithm 1. Thisis very
similar to a queuirg simulationexceptthat the links
have the storagecapacityconstraint.

Algorithm 1 QueueModel Algorithm

for all links do
while the vehides canstill leave in this time stepacmrding
to the flow capadty do
look at the first vehicle in the queue.
if the free flow speedarrival time is larger thanthe current
time, then
time is not up for the vehide yet, contnue with next link
end if
if the destinaion link doesnot have space then
continueto the next link.
else
Calcuate the expectedarrival time at the end of the next
link using the formula: Arrival Time = Current Time +
length/FreeFlow Speed
Insertthe vehide into the queueof the next link
Remave the vehide from the queueof the currentlink
end if
end while
end for

4. Relaxdion of plans via iteration

As said abore, we perfam iterationsbetweenthe
traffic microsimuator andthe route planrer. The mi-
crosimuator, whether quaie-basedor TRANSIMS,
modads individual driversasthey interactontheroad-
ways of the traffic network. The route plannerpre-
planseachdriver’s route before the microsimuation
runs.

The route planne simply finds the fastestpathfor
eachdriver, from pre-ceterminedstartinganddestina-
tion points,basedon the known averaye travel times
(basedntraffic flow aggegatedover15-minuteinter
vals) of vehicles on eachlink in the network. Only at

the beginning of the iterationseries this information
does not exist, sinceno vehicleshave beensimulated
yet.So,therouterinitially useshefree-flov speed®f
thelinks to obtain“naive’ travel timesof thelinks for
an emptynetwork. In effect, eachdriver planshis or
herroute asif he or shewill never encouter anotter
vehcle on the road. This mears vehides are likely
to usethe sameroads (the ones with the higherfree
speeds)andcausextrenetraffic onthoselinks, while
leaving otherlinks almostcompletelyfree of traffic.

Oncethe microsimdation hasrunfor thefirst time,
we take the travel times experiencedby vehicleson
the links for each15-mirute time intervd and feed
thembackinto therouter which generateanotter set
of plans.The routerdoesnot re-dan all the drivers,
becasethiswouldcausehemall to switchtothesame
new alternatves while ignoring the roadspreviously
corgested.Instead,it choses10% of the drivers at
rancbm, andgivesthemnew plansbasedon the nev
data.The completesetof plars (90% old, 10% new)
is given to the microsimulato agan, andthe cycle is
repateduntil the plans“relax’ to arealisticscenario,
wheie nolody cangain ary advantageby choasing a
new plan.

5. Gotthard Scenario

We usethe so-calledGotthad Scenariao testour
simulatiors for plausibility. In this scenaripwe sim-
ulatethe traffic resultingfrom 50,0® vehicleswhich
startbetweené a.m.and7 a.m.all over Switzerland
andwhichall wantto travel to Lugano,whichis in the
Ticino, the Italian-speakingpart of Switzerlandsouth
of the Alps. In orde for theveticlesto getthere most
of them have to crossthe Alps. There are however
not mary ways to do this, resultingin traffic jams,
mostnotablyatthe Gotthardtunnel.This scenarichas
someresemblace with real-world vacationtraffic in
Switzerland

Fig. 2 shavs a typical result. We comparethe 15-
minute aggegateddersity of thelinks in thesimulated
roadnetwork, which is calculatedfor a givenlink by
dividing the numter of vehicles seenon thatlink in a
15-minutetime intenal by the lengthof the link (in
meters)andthe numter of traffic lanesthe link con-
tains.In all of thefigures,the network is dravn asthe



setof small, connectedine segments re-creatinghe
roadvaysas might be seenfrom an aerialor satellite
view of the county. Thelane-wisedensityvaluesare
plotted for eachlink as a 3-dmensionalbox super
imposedon the 2-dimensionalnetwork, with the base
of a box lying on top of its correspadinglink in the
network, andthe heigh above the “ground” setrela-
tive to the value of the density Thus, larger density
valuesare dravn astaller boxes, and smallervalues
with shorterboxes. (The “camera” angle of the fig-
ureswaschoserto emplasizethe heigh of theboxes
in the southernregion of Switzerland,whereall the
“interesting datacomesfrom. This causeghe “up”
directionto be slantedto the left.) Longer links nat-
urally have longerboxes thanshorterlinks. Also, the
boxes arecolor-coded with smallervaluestendirg to-
wards green middle valuestendirg towards yellow,
and larger values tendingtowardsred. In short, the
highe the density (the taller/reder the boxes), the
more vehicles therewere on the link during the 15-
minute time periad being illustrated. Higher densi-
tiesimply higher vehicdar flow, up to a certainpoint
(prabablytheyellow boxes), but any boxesthatareor-
angeor red geneally indicatea congested(jammed)
link. All timesgiven in the figuresareat the endof a
15-minute measurema interval. Thus,figure 2 illus-
tratesthe densitycalculatedrom vehiclecowntstaken
between7:45and8:00a.m.

Qualitatively, the overall results of both simula-
tions are similar. Congestia occus in the expected
placesin both simulatiors. The TRANSIMS simula-
tion movesvehcles moreslowly in geneal, asis ev-
idencedby the TRANSIMS simulationjamslagging
behird their Queuesimulationcounterparts,and the
fact that the TRANSIMS simulation requites more
simulatedtime to allow all of its vehiclesto arrive at
their destination

Fig. 3 gives similar informationin a differert for-
mat. Plottedis, for eachlink of the network, the flow
between7 a.m.and8 a.m. of the TRANSIMS simu-
lation on the x-axis vs. the flow of the Quete simu-
lation on the y-axs. Again, it is clearthatthe results
arestronglycorrelated,but therearealsolarge differ-
ences.

At this point, it seemdardto go beyond thesegen-
eral remarls without field datato compae with. Our
next stepwill bethe simulationof traffic ona normal
workday in Switzerland For theseresults,it will then
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Fig. 2. Snapshat at 8:00 a.m. Top:From TRANSIMS, Bot-
tom:From QueueModel.

be possibleto make compaisonsto field data,which
will allow further corclusionsregarding thevalidity of
ourresultsandfurtherimprovemens. For suchresults
for ascenarian PortlandOregon see[13].

6. Computational issues

As mention& above, computationalspeeds anim-
portantaspecof thiswork. A metroplitan region can
corsistof 10 million or moreinhakitants;andin con-
trastto molecudar dynamics (MD) simulations,traf-
fic “particles” (= traveles, vehcles) have corsider
ablymoreinternalintelligen@thanMD particles.This
interral intelligencetranslatesinto rule-baed code,
which doesnot vectoize but runs well on moden
workstationarchitectues. This makes traffic simula-
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Fig. 3. Link-by-link compaison of flows from 7 a.m.to 8 a.m.
between TRANSIMS and the Queuesimulaion for the Gotthad
Scenaio.

tions ideally suited for clustersof PCs, also called
Beowulf clustersWe usedormain deconposition,that

is, eachCPU obtairs a patchof the geogaphicalre-

gion. Information and vehiclesbetweenthe patches
areexchamedvia messageassingusing MPI (Mes-

sagePassinginterface).

Fig. 4 shavs compuing speed predctions for
TRANSIMS as a fundion of the number of CPUs.
The real time ratio (RTR) is the factor the simula-
tion runs fasterthan reality; and RTR of 10 means
for exanple that 10 houss of traffic canbe simulated
during 1 hou of compter time. The curwes refer
to a network of the city of Portland(Oregon) with
20,000 links (i.e. a numker of links similar to our
Switzerlandnetwork, but all of themmuchshorter)

As indicatedin thefigure,thedifferentlinesreferto
differentcomputingarchitecturesThethick line refers
to a Beowulf clusterconsistingof 500 MHz Pentium
CPUsconrectedvia standad 100 Mbit switchedEth-
ernet.Theblackdotsshow actualconputationaspeed
measurerantson the samearchitectue. One clearly
seesthatup to abou 32 CPUsthe Beawulf architec-
tureis fairly efficient for this prablem size and com-
putingspeedsnore than50 timesfasterthanrealtime
can be reached One also seesthe typical “leveling
out” of the cune for highernumters of CPUs.The
impedinmentto higher compuationalspeechereis the
lateny of Etherret, in contiastto mary othersimula-
tions, whereit is the bardwidth.
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Fig. 4. Computdiona speedfor TRANSIMS. The “dip” in the
measured/aluesat 24 CPUsis dueto the fact that 24 CPUsare
conneted to a single Etherret switch, which in turn is conneted
to anotler switch to gain acaessto further CPUs.

The“short-dashed"ine shovs whatwould hapgen
if onedispensedvith the switch in the Etherret. In
fact, for large numkbers of CPUsthe Etherret switch
becanesa major part of the costof sucha cluster—
alternaively oneusesa switch without enowh band
width which would resultin a curve betweerthe red
andthe blue.

The “long-dashedline refess to runring the same
problem on the ASCI Blue Mountainsupercomuter
whichis essentiallya clusterof 200 MHz SGI Origin
computingnodes coupledvia ahigh-performane low-
latengy communication network. Due to the smaller
CPU speedthe curve startsat a lower position and
only with more than 64 CPUsthe use of the much
more expersive supercorputerpaysoff.

Finally, the dottedline refersto a problem ssizeten
timeslarger runrning agan on a Pentiumclusterwith
100 Mbit switchedEtherret. This problem size cor
respmds appioximately to our simulationsof all of
SwitzerlandHereoneseeghetypical “scale-up”phe-
nomenon of parallel compuing, where one can in-
creasdhe probdem sizewithout decraseof compua-
tional speedaslongasonecanaddCPUsaccodingly.

The compuational speedpredctions are dore by
addng up the timesincured by conputing, lateng,
nock bandvidth restrictions,and network bandwidh
restrictiors. For moreinformation,see[14].



7. Summary

Large-scalamicroscopictraffic simulationpackags
for transpetation plannirg consistof at least four
modues: synthéic population generéion, actiities
geneation(demaid geneation),routeplanrer, andthe
traffic microsimulationitself. Thesemodiles needto
beconsistentfor exampe, expectationsabou conges-
tion in theroute planrer needto be consistentvith ac-
tually encaunteredcongestionin thetraffic microsim-
ulation.Thisis achieved by usingarelaxationmethod.

Dueto thelargeproblemsize(10 —107 “particles”
times10® time stepstimes50 iterations) the comput-
ing demand are high. The use of Beawulf parallel
computersis aneffective yet affordableway to hande
thesederands.
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