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Abstract

We use the so-called queue model introduced by Gawron as the base of the traffic dynamics in our micro-simulation. The queue model describes the links with a flow capacity that limits the number of agents that can leave the link and a space constraint which defines the limit of the number of agents that can be on a link at the same time. Free flow speed is the third key component of traffic dynamics in the model.

Flow capacity and space constraint together model physical queues, which can spill back beyond the end of the link. A consequence of this is that fairness between the incoming traffic streams becomes an issue, since in a spill-back situation they cannot be served at their full rate. We implement and verify a simple solution to this; the solution is much simpler than the one chosen in many other models.

The traffic micro-simulation is “large-scale” which means the simulation is capable of modeling the behavior of millions of agents simultaneously. We utilize a parallel implementation to speed up the computation. In this implementation, the data is distributed onto a number of computing node, each of which runs a smaller portion of the data. Data distribution and communication among the computing nodes are achieved by freely available software libraries.

We test this simulation on two different scenarios using the road network of Switzerland. One of them is aimed to see how the simulation handles the congestion whereas the other one is based on real data of the daily activities of the Swiss people. The parallel version on the bigger scenario gives a runtime that is about 800 times faster than real time on 64 computing nodes using Myrinet. The maximum number of vehicles simultaneously in that simulation is about 160’000.
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1. Introduction

The traditional four step process consists of (1) trip generation, (2) trip distribution, (3) modal choice, and (4) traffic assignment. An important feature of this approach is that at no point are travelers treated as individual entities – all information is aggregated into traffic streams. For example, the result of trip distribution is an origin-destination matrix, which gives constant streams from each origin to each destination.

There is some agreement that a higher level of realism is desirable for these reasons:

- Temporal dynamics. The four step process makes the approximation that traffic streams are static, which corresponds to the approximation that the underlying particle process is steady-state. This means that temporal effects such as peak spreading or time-dependent congestion spillback are not covered.

- Disaggregation. Many aspects of choice behavior, such as modal choice, become more realistic when, say, demographic data is included. However, there is no access to such variables in the four step process.

The second aspect could in principle be overcome by replacing the three first steps by a method which generates activity-based travel demand for a whole (synthetic) population. However, activity-based travel demand generation is time-dependent, and it is difficult to see how the resulting demand could be approximated by a time-independent steady-state process so that it would fit into static traffic assignment. This leads to the consequence that either both shortcomings of the four step process need to be overcome simultaneously, or one has to start by making traffic assignment dynamic.

“Dynamic traffic assignment (DTA)” is indeed a technique which has emerged over the last two decades (e.g. [16, 17, 22, 5]). The problem can be stated in the way that one has a time-dependent demand and a certain traffic dynamics, which moves vehicles along links (roads) and across nodes (intersections). For each individual one wants to find the route so that no traveler would be better off by selecting a different route. This is just a Nash Equilibrium statement for the dynamic problem.

Since no analytical solution is known for traffic dynamics which includes spillback, many groups have resorted to simulation. The typical simulation approach is systematic relaxation, via a variant of the following procedure:

1. Make some initial guess for the routes.
2. Execute all route plans simultaneously in a traffic micro-simulation. This is sometimes called the network loading.
3. Re-adjust some or all of the routes using the knowledge from the network loading.

This can be interpreted as a multi-agent learning method. Many variations of this are possible, such as varying the fraction of routes which are replanned [? ], using a probabilistic route choice
based on, say, multinomial logit or probit [16], or using different network loading algorithms [4]. It is also straightforward to add departure time choice [15], or other aspects of activity-based demand generation as indicated above.

This approach looks similar to relaxation methods for static assignment, where the simple link cost function is replaced by the network loading. What is lost when going from from static to simulation-based dynamic assignment is the mathematical knowledge. For example, for static assignment one knows that (under certain assumptions) the solution is unique (in terms of path flows) and therefore any method that converges toward a mathematically correct solution will converge toward the same solution.

Investigations into the theoretical nature of the dynamic traffic assignment problem have made some progress [9, 5], but so far no general statement about the nature of the problem, including uniqueness, is available. One can, however, show that the deterministic variants of above solution method will have (attractive or repulsive) fix points in very high dimensional phase space, and that stochastic variants will, under certain conditions, converge to a steady-state density in the same very high dimensional phase space [5]. Under additional conditions, it will even be ergodic [9].

One needs to notice however that the conditions for these statements are fairly restrictive when confronted with simulation reality. The main problem with these requirements is that they assume that the whole phase space is given at the start of the simulation. For example, one needs to know in advance every route that any traveler will eventually use throughout the procedure. This makes the use of explorative algorithms, which generate new routes as they go, inconsistent with the mathematical formulation. Put in a different way, it is clear that a simulation system that keeps exploring new strategies is not in the steady-state. Similarly, theoretical ergodicity is only valid for the limit of the number of iterations going to infinity, while in practice one is restricted to about 50 iterations. For such small numbers of iterations, effects such as broken ergodicity [34] are to be expected. Broken ergodicity refers to the property of a system to be mathematically ergodic but to remain in sub-areas of the phase space for arbitrarily long periods of time.

Given this state of affairs, computation will remain one of the tools to be used, both for research and for real-world applications. Real-world applications are typically large scale, with on the order of 10 million travelers. This means that also some of the research should be done with large-scale systems, both in order to understand the computational problems, and to check if results obtained for smaller-scale systems also hold for those larger-scale systems. The main focus of our research will be: (1) exploration of computational problems and solutions for large scale problems; and (2) exploration of the general dynamics of a multi-agent learning system.

The paper is organized as follows: We start by reviewing parallel computing aspects for transportation simulations (Sec. 2). In Sec. 3, possible traffic models are discussed, and the selection of the queue model is justified. Details of our queue model implementation are discussed in Sec. 4. Sec. 5 then describes the parallel computing implementation of the queue model, and reports computational speed results. The paper is concluded by a discussion and a summary.

This paper is essentially a copy of [?], except that the performance values are improved in the present version, from a real-time-ratio of maximally 200 to nearly 800 in the present paper. The contents of the present paper are also similar to [3], but computational performance numbers were even lower then, and also referred to an artificial scenario (the “gotthard” scenario) rather than to the realistic one used in the present paper.
2. Parallel Computing For Transportation Simulations

2.1 Discussion of Parallel Computing with a Special View Toward Transportation Simulation

Ultimately, we are interested in the agent-based simulation of large scale transportation scenarios. A typical scenario would be the 24-hour (about $10^5$ seconds) simulation of a metropolitan area consisting of 10 million travelers. Typical computational speeds of micro-simulations with 1-second update steps are 100 000 vehicles in real time [31, 29? ]. This results in a computation time of $10^5 \times 10^7 / 10^5 = 10^7$ seconds $\approx$ 100 days. This number is just a rough estimate and subject to the following changes: Increases in CPU speed will reduce the number; more realistic driving logic will increase the number; smaller time steps [36, 44] will increase the number.

This means that such a traffic simulation is too slow for practical or academic treatment of large scale problems. In addition, computer time is needed for activity generation, route generation, learning, etc. In consequence, it makes sense to explore parallel/distributed computing as an option.

The idea behind parallel computing is that a task can be achieved faster if it is divided into a set of subtasks, each of which is assigned to a different processor. A possible parallel computation environment is a cluster of standard Pentium computers, coupled via standard 100 Mbit Ethernet LAN (Local Area Network). In order to generate a parallel program, one must think about (i) how to partition the tasks into subtasks, and (ii) how to provide the data exchange between the subtasks. Since (i) depends on (ii), the discussion will be started with (ii).

With respect to communication, there are in general two main approaches to inter-processor communication. One of them is called message passing between processors; its alternative is to use shared-address space, where variables are kept in a common pool where they are globally available to all processors. Each paradigm has its own advantages and disadvantages.

In the shared-address space approach, all variables are globally accessible by all processors. Despite multiple processors operating independently, they share the same memory resources. The shared-address space approach makes it simpler for the user to achieve parallelism but since the memory bandwidth is limited, severe bottlenecks are unavoidable with an increasing number of processors, or alternatively such shared memory parallel computers become very expensive. For those reasons, our work concentrates on message passing.

In the message passing approach, there are independent cooperating processors. Each processor has a private local memory in order to keep the variables and data, and thus can access local data very rapidly. If an exchange of the information is needed between the processors, the processors communicate and synchronize by passing messages which are simple send and receive instructions. Message passing can be imagined to be similar to sending a letter. The following phases happen during a message passing operation.

1. The message needs to be packed. Here, one tells the computer which data needs to be sent.
2. The message is sent away.
3. The message then may take some time on the network until it finally arrives in the receiver’s
4. The receiver has to officially receive the message, i.e. to take it out of the inbox.

5. The receiver has to unpack the message and tell the computer where to store the received data.

There are time delays associated with each of these phases. It is important to note that some of these time delays are incurred even for an empty message ("latency"), whereas others depend on the size of the message ("bandwidth restriction"). We will come back to this later.

The communication among the processors can be achieved by using a message passing library which provides the functions to send and receive data. There are several libraries such as MPI [28] (Message Passing Interface) or PVM [35] (Parallel Virtual Machine) for this purpose. Both PVM and MPI are software packages/libraries that allow heterogeneous PCs interconnected by a computer network to exchange data. They both define an interface for the different programming languages such as C/C++ or Fortran. For the purposes of parallel traffic simulation, the differences between PVM and MPI are negligible; we use MPI since it has slightly more focus on computational performance. – In principle, CORBA (Common Object Request Broker Architecture; www.corba.org) would be an alternative to MPI or PVM, in particular for task parallelization (see below); in practice, our own and other people’s experiences are that it is difficult to use and because of the strict client-server paradigm is not well suited to our simulations, which assume that all tasks are on equal hierarchical levels.

Because of cost/benefit reasons, our work concentrates on clusters of coupled PCs. We expect this to be the dominant technology in the area for many years to come. Near the end of this paper, it will be explored what performance gains can be expected of when improving the communication hardware via Myrinet. Two general strategies are possible for parallelization on such an architecture:

- **Task parallelization** – The different modules of a transportation simulation package (traffic simulation, routing, activities generation, learning, pre-/postprocessing) are run on different computers. This approach is for example used by DYNAMIT [1] or DYNASMART [2].

  The advantage of this approach is that it is conceptually straightforward, and fairly insensitive to network bottlenecks. The disadvantage with this approach is that the slowest module will dominate the computing speed – for example, if the traffic-simulation is using up most of the computing time, then task parallelization of the modules will not help.

- **Domain decomposition** – In this approach, each module is distributed across several CPUs. In fact, for most of the modules, this is straightforward since in current practical implementations activity generation, route generation, and learning are done for each traveler separately. Only the traffic simulation has tight interaction between the travelers. This will be considered in the following.

For clusters of PCs, the most costly communication operation is the initiation of a message ("latency"). In consequence, one needs to minimize the number of CPUs that need to communicate with each other. This is achieved with a domain decomposition (see Fig. 3(c)) of the traffic network graph. As long as the domains remain compact, each CPU will in the average have
at most six neighbors (Euler’s theorem for planar graphs). Since network graphs are irregular structures, one needs a method to deal with this irregularity. METIS [27] is a software package that specifically deals with decomposing graphs for parallel computation.

The quality of the graph decomposition has consequences for parallel efficiency (load balancing): If one CPU has a lot more work to do than all other CPUs, then all other CPUs will need wait for it, which is inefficient. For our current work with \( \sim 100 \) CPUs and networks with \( \sim 20\,000 \) links, the “latency problem” (see below) always dominates load balancing issues; however it is generally useful to use the actual computational load per network entity for the graph decomposition [30].

For shared memory machines, other forms of parallelization become possible, for example based on individual network links or individual travelers. One could have a dispatcher that distributes links for computation in a round-robin fashion to the CPUs of the shared memory machine [24]; technically, one would use threads [40] for this. This would be called fine-grained parallelism, as opposed to the coarse-grained parallelism that is more appropriate for message passing architectures. As said before, the main drawback of this method is that one needs an expensive machine if one wants to use large numbers of CPUs.

Important numbers for parallel implementations are real time ratio, speed-up, and efficiency:

- **Real time ratio (RTR)** – describes how much faster than reality the simulation is. For example, an RTR of 100 means that 100 minutes of traffic are simulated in 1 minute of computing time. This number is important no matter if the simulation is parallel or not.

- **Speed-up** – describes how much faster the parallel simulation is when compared to a simulation on a single CPU. For the single CPU algorithm one either uses the parallel algorithm running on a single CPU, or an algorithm specifically tailored to a single CPU system.

- **Efficiency** – is obtained by dividing Speed-up by the number \( p \) of CPUs that were used.

These numbers are all related, but they carry different meanings. As we will describe in more detail later, the main restriction that we are up against is the latency of the Ethernet communication hardware. Under the assumption of 1-second time-steps and 2 message exchanges per time step, this latency imposes a limit on the real time ratio of about 150. That is, no matter what kind of simulation model one uses, how good the load balancing is, or how many CPUs one adds, that number is a fixed quantity for this type of simulation and this type of parallel computer.

**2.2 Parallel Computing in Transportation Simulations**

Parallel computing has been employed in several transportation simulation projects. One of the first was PARAMICS [7], which started as a high performance computing project on a Connection Machine CM-2. In order to fit the specific architecture of that machine, cars/travelers were not truly objects but particles with a limited amount of internal state information. PARAMICS was later ported to a CM-5, where it was simultaneously made more object-oriented. In ref. [8], a computational speed of 120,000 vehicles with an RTR of 3 is reported, on 32 CPUs of a Cray T3E.
About at the same time, our own work showed that on coupled workstation architectures it was possible to efficiently implement vehicles in object-like fashion, and a parallel computing prototype with “intelligent” vehicles was written [29]. This later resulted in the research code PAMINA [? ], which was the technical basis for the parallel version of TRANSIMS [30]. In our tests (with Ethernet only, on a network with 20 000 links, about 100 000 vehicles simultaneously in the simulation), TRANSIMS ran about 10 times faster than real time with the default parameters, and about 65 times faster than real time after tuning (Fig. 1. These numbers refer to 32 CPUs; adding more CPUs did not yield further improvement. The parallel concepts behind TRANSIMS are the same as behind the queue model from this paper, and in consequence TRANSIMS is up against the same latency problem as the queue model. However, for unknown reasons the computational speed is a factor of two to three smaller than predicted by latency alone.

Some other early implementations of parallel traffic simulations are [11, 32]. A parallel implementation of AIMSUN reports a speed-up of 3.5 on 8 CPUs using threads (which uses the shared memory technology as explained above) [18? ].

DYNEMO is a macroparticle model, similar to DYNASMART described below. A parallel version was implemented about two years ago [33]. A speed-up of 15 on 19 CPUs connected by 100 Mbit Ethernet was reported on a traffic network of Berlin and Brandenburg with 13738 links. Larger numbers of CPUs were reported to be inefficient. The speed-up corresponded to a real time ratio of 6, implying that it was not the latency that caused the inefficiency, since the latency inefficiency should not set in before the RTR reaches 150 as explained several times in this text.

DynaMIT uses functional decomposition (task parallelization) as a parallelization concept [1]. This means that different modules, such as the router, the traffic (supply) simulation, the demand estimation, etc., can be run in parallel, but the traffic (supply) simulation runs on a single CPU only. Functional decomposition is outside the scope of this paper. DYNASMART also reports the intention to implement functional decomposition [2].

One should note that in terms of raw simulation speed, the values that will be presented in this paper are more than an order of magnitude faster than anything listed above. And this is not achieved by a smaller scenario size, but by diligent model selection, efficient implementation, and by hardware improvements based on knowing where the computational bottlenecks are. That is, our approach makes it possible to do very large scale scenarios as everyday research topics, rather than to have them as the result of very compute intensive studies only.

3. Possible Traffic Models

From the previous discussions it follows that we want the following conditions to be fulfilled for a traffic simulation:

- The model should have individual travelers/vehicles in order to be consistent with all agent-oriented learning approaches.
- The model should be simple in order to be comparable with static assignment and in order to allow concentration on computational issues rather than modeling issues.
Figure 1: (a) RTR and (b) Speedup curves of Portland EMME/2 Network. The results are from TRANSIMS simulator.

This includes the fact that in the future we want to be able to include task parallelization into the software.

- The model should be computationally fast so that scenarios of a meaningful size can be run within acceptable periods of time.

For our own work, we also state a fourth condition:

- The model should be somewhat realistic so that meaningful comparisons to real-world results can be made.

These conditions make the use of existing software packages, such as DYNAMIT, DYNASMART, or TRANSIMS, difficult, since these software packages are already fairly complex and complicated. An alternative is the selection of a simple model for large scale microscopic network simulations, and to re-implement it. If one wants queue spill-back, there are essentially two starting points: queuing theory, and the theory of kinematic waves.

In queuing theory, one can build networks of queues and servers ([43, 12, 41]). Packets enter the network at an arbitrary queue. Once in a queue, they wait, typically in a first-in first-out (FIFO) queue until they are served; servers serve queues with a given rate. Once the packet was served, it will enter the next queue.

This can be directly applied to traffic, where packets correspond to vehicles, queues correspond to links, and serving rates correspond to capacity. The decision which link to enter after a vehicle was served is given by the vehicle’s route plan.

A shortcoming of this type of approach is that it does not model spill-back. If queues have size restrictions, then packets exceeding that restriction are typically dropped [43]. Since this is not realistic for traffic, an alternative is to refuse further acceptance of vehicles once the queue is full (“physical queues”). This however means that the serving rate of the upstream server is influenced by a full queue downstream. Such a model was for example used by Gawron [20]. A detailed algorithmic description is given in Fig. 2(a).
An important issue with physical queues is that the intersection logic needs to be adapted. Since without physical queues (i.e. with “point queues”) the outgoing links can always accept all incoming vehicles, the maximum flow through each incoming link is just given by each link’s capacity. However, when outgoing links have limited space, then that space needs to be distributed to the incoming links which compete for it.

In the original algorithm (Fig. 2(a)), links are processed in arbitrary but fixed sequence. This has the consequence that the most favoured link in a given intersection is the one that is processed next after the congested outgoing link has been processed. This could for example mean that a small side road obtains priority over a large main road.

A better way to do this is to allocate flow under congested conditions according to capacity [14]. For example, if there are two incoming links with capacities 2 and 4 per time step, and the outgoing link has 3 spaces available, then 1 space should be allocated to the first incoming link and 2 to the second. Sec. 4.2 will explain in more detail how this is implemented.

A shortcoming of queue models is that the speed of the backwards traveling kinematic wave (“jam wave”) is not correctly modeled. A vehicle that leaves the link at the downstream end immediately opens up a new space at the upstream end into which a new vehicle can enter, meaning that the kinematic wave speed is roughly one link per time step, rather than a realistic velocity. This becomes visible in the dissolution of jams, say at the end of a rush hour: If a queue extends over a sequence of links, then the jam should dissolve from the downstream end. In the queue model, it will essentially dissolve from the upstream end. More details of this, including schematic fundamental diagrams, can be found in [42, 20].

Despite this shortcoming, we will use the queue model for its simplicity. This point will be revisited in the discussion.

4. Queue Model

4.1 Original Queue Model

Each link has, from the input files, the attributes free flow velocity \(v_0\), length \(L\), capacity \(C\) and number of lanes \(n_{lanes}\). Free flow travel time is calculated by \(T_0 = L/v_0\). The storage constraint of a link is calculated as \(N_{storage} = L \cdot n_{lanes}/\ell\), where \(\ell\) is the space a single vehicle in the average occupies in a jam, which is the inverse of the jam density. We use \(\ell = 7.5\) m.

The intersection logic by Gawron [21] is that all links are processed in arbitrary but fixed sequence, and a vehicle is moved to the next link if (1) it has arrived at the end of the link, (2) it can be moved according to capacity, and (3) there is space on the destination link (Fig. 2(a)). The three conditions mean the following:

- A vehicle that enters link \(\alpha\) at time \(t_0\) cannot leave the link before time \(t_0 + T_0\), where \(T_0\) is the free speed link travel time as explained above.
- The condition “vehicle can be moved according to capacity” is determined as

\[
N < C \quad \text{or} \quad \left(N = C \quad \text{and} \quad rnd < f \right)
\]
where \( C \) is the integer part of the capacity of the link (in vehicles per time step), \( f \) is the fractional part of the capacity of the link, and \( N \) is the number of the vehicles which already left the same link in the same time step. \( rnd \) is a random number such that \( 0 \leq rnd \leq 1 \). According to this formula, vehicles can leave the link if the leaving capacity of the link has not yet been exhausted for this time step. If the capacity per time step is non-integer, then we move the last vehicle with a probability which is equal to the non-integer part of the capacity per time step.

- “Space on destination link”: If the destination link is full, the vehicle will not move across the intersection.

## 4.2 Fair Intersections and Parallel Update

As discussed earlier, the problem with this algorithm is that links are always selected in the same sequence, thus giving some links a higher priority than others under congested conditions. One can modify the algorithm so that links are prioritized randomly proportional to capacity. That is, links with high capacity are more often first than links with low capacity. In contrast to Ref. [5], we serve all vehicles of an incoming link once that link is selected.

To make this work, the algorithm was moved from link-oriented to intersection-oriented (that is, the loop now goes over all intersections, which then look at all incoming links), and we have separated the flow capacity constraint from the intersection logic. The latter was done by introducing a separate buffer (see Fig. 3(a)) at the end of the link, which is of size \( \lceil C_{\text{in},k} \rceil \), i.e. the first integer number being larger or equal than the link capacity (in vehicles per time step). Vehicles are then moved from the link into the buffer according to the capacity constraint and only if there is space in the buffer; once in the buffer, vehicles can be moved across intersections without looking at the flow capacity constraints. This approach is borrowed from lattice gas automata, where particle movements are also separated into a “propagate” and a “scatter” step [19].

As a desired side effect, this makes the update in the algorithm completely parallel: If traffic is moved out of a full link, the new empty space will only open in the buffer and not on the link, and will thus not become available at the upstream intersection until the next time step – at which time it will be shared between the incoming links according to the method described above. This has the advantage that all information which is necessary for the computation of a time step is available locally at each intersection before a time step starts – and in consequence there is no information exchange between intersections during the computation of the time step. Further details are given in algorithmic form in Fig. 2(b).

In order to systematically test this intersection logic, an intersection test suite was implemented. This test suite goes through several different intersection layouts and tests them one by one to see if the dynamics behaves according to the specifications. The results typically look as shown in Fig. 3(b). In this particular example, one link with 500veh/sec and one link with 2000veh/sec merge into a link with a capacity of 500veh/sec. The curves are, for different algorithms, time-dependent accumulative vehicle numbers for the two incoming links. In this case, one sees that until approx time-step 3400, both links discharge at rates 400 and 100veh/sec, respectively. After that time, the first link is empty, and the second link now discharges at 500veh/sec. Not all algorithms are similarly faithful in generating the desired dynamics; the thick black lines denote results from the algorithm that got finally implemented. For further details, see [6].
Algorithm A – Handling Constraints - Original algorithm

```plaintext
for all links do
    while vehicle has arrived at end of link
        AND vehicle can be moved according to capacity
        AND there is space on destination link do
            move vehicle to next link
        end while
end for
```

Algorithm B – Links and Intersections separated:

```plaintext
// Propagate vehicles along links:
for all links do
    while vehicle has arrived at end of link
        AND vehicle can be moved according to capacity
        AND there is space in the buffer (see Fig 3(a)) do
            move vehicle from link to buffer
        end while
end for

// Move vehicles across intersections:
for all nodes do
    while there are still eligible links do
        Select an eligible link randomly proportional to capacity
        Mark link as non-eligible
        while there are vehicles in the buffer of that link do
            Check the first vehicle in the buffer of the link
            if the destination link has space then
                Move vehicle from buffer to destination link
            end if
        end while
    end while
end for
```

Algorithm C – Parallel computing implementation

According to Alg. B, propagate vehicles along links.

```plaintext
for all split links do
    SEND the number of empty spaces of the link to the other processor.
end for

for all split links do
    RECEIVE the number of empty spaces of the link from the other processor.
end for
```

According to Alg. B, move vehicles across intersections.

```plaintext
for all split links do
    SEND vehicles which just entered a split link to the other processor
end for

for all split links do
    RECEIVE the vehicles (if any) from the neighbor at the other end of the link.
    place these vehicles into the local queues.
end for
```

Figure 2: (a) The original queue model. (b) Vehicle movement at the intersections. Note that the algorithm separates the flow capacity from intersection dynamics. (c) Parallel implementation of queue model.
Figure 3: (a) The separation of flow capacity from intersection dynamics. (b) Test suite results for intersection dynamics. The curves show the number of discharging vehicles from two incoming links as explained in section 4.2. (c) Decomposition of the Switzerland street network. Each color corresponds to a different processor. (d) Communication between nodes in the boundaries: Node N1 needs to communicate with N2 and N3. Since N2 and N3 are on the same processor, they do not need to establish a communication between themselves.

5. Parallel Computing of the Queue Model

5.1 Parallel Implementation

As was discussed above, the parallel target architecture for our transportation micro-simulation is a PC cluster. As also discussed, the suitable approach for this architecture is domain decomposition, i.e. to decompose the traffic network graph into several pieces, and to give each piece to a different CPU. Information exchange between CPUs is achieved via messages.

Next, one needs to decide where to split the graph, and how to achieve the message exchange. Both questions can only be answered with respect to a particular traffic model, which is why they were not discussed previously. Nevertheless, lessons learned here can be used for other models.

In general one wants to split as far away from the intersection as possible. This implies that one
should split links in the middle, as for example TRANSIMS in fact does [30]. However, for the queue model “middle of the link” does not make sense since there is no real representation of space. In consequence, one can either split at the downstream end, or at the upstream end of the link. The downstream end is undesirable because vehicles driving towards an intersection are more influenced by the intersection than vehicles driving away from an intersection. For that reason, in the queue simulation we split them right after the intersection (Fig. 3(d)).

With respect to message passing, this implies that a CPU that “owns” a split link reports, via a message, the number of empty spaces to the CPU which “owns” the intersection from which vehicles can enter the link. After this, the intersection update can be done in parallel for all intersections. Next, a CPU that “owns” an intersection reports, via a message, the vehicles that have moved to the CPUs which “own” the outgoing links. See Fig. 2(c) for pseudo-code of how this is implemented using message passing. In fact, Algorithm B and Algorithm C together give the whole pseudo-code for the queue model traffic logic. For efficiency reasons, all messages to the same CPU at the same time should be merged into a single message in order to incur the latency overhead only once.

5.2 Performance Issues

Once the precise implementation of the parallelization is known, it is possible to predict the parallel performance. This has been done in detail in Ref. [30]. Since that reference refers to TRANSIMS instead of to the queue model, and since we also have results regarding Myrinet (www.myri.com), the most important aspects will be repeated here, with special focus towards the specific problems encountered in the current situation.

The execution time of a parallel program is defined as the total time elapsed from the time the first processor starts execution to the time the last processor completes the execution. During execution, on a PC cluster, each processor is either computing or communicating. Therefore,

\[ T(p) = T_{cmp}(p) + T_{cmm}(p), \]

where \( T \) is the execution time, \( p \) is the number of processors, \( T_{cmp} \) is the computation time and \( T_{cmm} \) is the communication time.

For traffic simulation, the time required for the computation, \( T_{cmp} \) can be calculated roughly in terms of the run time of the computation on a single CPU divided by the number of processors. Thus,

\[ T_{cmp}(p) \approx \frac{T_{cmp}(1)}{p}, \]

where \( p \) is the number of CPUs. More exact formulas would also contain the overhead effects and unequal domain size effects (“load balancing”).

In deviation from Ref. [30], we now assume that the time for communication is well approximated by the latency only; this is in fact a good approximation for our system. Latency is incurred for each message that is sent. Since it is possible to pack all messages to the same processor into one message, one obtains

\[ T_{lt} = N_{nb} t_{lt}, \]

where \( N_{nb} \) is the number of neighboring processors (i.e. the processors which are reached via common split links), and \( t_{lt} \) is the latency per message.
The number of neighbors is zero at $p = 1$, and goes, for contiguous domains, to an average of six for $p \to \infty$. An interpolating formula is

$$N_{nb}(p) = 2 \left(3\sqrt{p} - 1\right) \left(\sqrt{p} - 1\right)/p,$$

(3)

Latency of 100 Mbit Ethernet cards is about 0.5 ms; each processor sends messages twice per time step to all neighbors resulting in $\sim 12$ latency contributions or 6 ms per time step. In other words, the cluster can maximally do $1000/6 = 167$ time steps per second; in practice we find 174 with 64 CPUs, see Sec. 5.3. If the time step of a simulation is one second, then this is also the maximum real time ratio of the parallel simulation, i.e. the number which says how much faster than reality the computer is. Note that the limiting value does not depend on the problem size or on the speed of the algorithm; it is a limiting number for any parallel computation of a 2-dimensional system on a Beowulf cluster using Ethernet LAN.

The only way this number can be improved under the assumptions that we made is to use faster communication hardware. Gbit Ethernet hardware is faster, but standard driver implementations give away that advantage [25]. In contrast, Myrinet (see www.myri.com) is a communication technology specifically designed for this situation. Interestingly, as we will see later, it will be possible to recoup the cost for a Myrinet network by being able to work with a smaller cluster.

5.3 Computational Performance

The parallel queue model is used as the traffic micro-simulation module within the project of a microscopic and activity-based simulation of all of Switzerland. In this paper, we only report computational performance results; validation results with respect to a real world scenario are reported elsewhere [37]. Also note that our queue model is fully calibrated and validated in terms of free speed link travel times and link flow capacity, since these numbers are taken from the input files and implemented exactly. The same would be true for link storage capacity if those numbers were available. It was described earlier (Sec. 4.2) how intersection priorities are modeled, and how the implementation was verified.

The following performance numbers refer to the morning rush hour in a road network with 10 564 nodes and 28 624 links. Demand contains all car trips in Switzerland which start between 6:00 AM and 9:00 AM; this results in 991471 trips. The largest number of vehicles simultaneously in the simulation is 162464 vehicles at 8:00 AM. This is also called the “ch6-9” scenario.

The most important plot is Fig. 4(a). It shows our newest (and fastest) computational real time ratio (RTR) numbers as a function of the number of CPUs. One notices that, with 64 CPUs, we reach an RTR of nearly 800. This means that we can simulate 24 hours of all car traffic in Switzerland less than two minutes! This performance is achieved with Myrinet communication hardware; with 100 Mbit Ethernet hardware, performance levels out at about 170 as predicted earlier. The plot also shows two different graphs for achieving the performance with single-CPU or with dual-CPU machines; one notices that there are differences but they are less important.

To the right of this, in Fig. 4(b), the corresponding speed-up curves are shown. In a log-log plot, the speed-up curve can be obtained from the RTR curve by a simple vertical shift; this vertical shift corresponds to a division by the RTR of the single-CPU version of the simulation, which is about 5 here. Speed-up curves put more emphasis on the efficiency of the implementation and
less emphasis on the absolute speed. In our case, we reach super-linear speed-up, that is, the computational speed grows faster than the number of CPUs. This is due to the fact that for small numbers of CPUs, the simulation does not fit into computer memory, which is 1 GByte. For larger numbers of CPUs, some of the memory requirements get distributed across the CPUs, and so the memory requirement per CPU decreases.

Obviously, the speed-up curves show the same performance saturation for Ethernet as do the RTR curves. It should be noted that, while the level of saturation in the RTR curves is universal for this computer architecture and a one-second time step, for the speed-up curves this depends on the scenario size. Larger scenarios will reach higher speed-up, but saturate at the same RTR. For that reason, we consider the RTR number as more important than the speed-up.

The other curves in this figure show earlier performance numbers. Figs. 4(c) and 4(d) show the results of [? ]. The curves are similar, but the performance is about 2-4 times slower. The reason is an improved implementation of the simulation logic in the newer results, in particular with respect to function inlining, etc.

Figs. 4(e) and 4(f) show the numbers that were presented last year at STRC [10]. In spite of a smaller scenario, the RTR curves saturate at a much smaller value of 128. Worse, the speed-up did not get larger than 4, implying a very inefficient implementation. And indeed, in that implementation there was communication of every domain to every other domain, even if there was no relevant information to send. This means that number of messages per time step per CPU grows with \( p \) (where \( p \) is the number of CPUs), meaning that once the latency saturation sets in, performance decreases essentially as \( \sim 1/p \). This is visible as convergence to a line with slope \(-1\) in the log-log plots.

One could ask if a different domain decomposition might make a difference. It was already argued earlier that no difference is expected once the latency saturation sets in. Nevertheless, in earlier investigations we had found that there were some differences when using so-called multi-constraint partitioning in METIS when applied to the “gotthard” scenario [39]. Yet, for the ch6-9 scenario, multi-constraint partitioning does not yield systematic improvement (not shown). Since this is consistent with the theoretical expectation that it should not yield a systematic improvement for spatially homogeneous scenarios, a further treatment of this is moved to the appendix.

It is interesting to compare two different hardware configurations:

- 64 single CPU machines using 100 Mbit LAN.
  Real time ratio 170.
  Cost approx \( 64 \times \$2k = \$128k \) for the machines plus approx \( \$20k \) for a full bandwidth switch, resulting in \$148k overall.

- 32 dual CPU machines using Myrinet.
  Real time ratio 770.
  Cost approx \( 32 \times \$4.5k = \$144k \), Myrinet included.

That is, the Myrinet set-up is not only considerably faster, but somewhat unexpectedly also cheaper. A Myrinet setup has the additional advantage that smaller scenarios than the one dis-
cussed will run even faster, whereas on the Ethernet cluster smaller scenarios will run with the same computational speed as the large scenarios.

6. Discussion

6.1 Traffic Model

Two arguments against the queue model often are that the intersection behavior is “unfair” in standard implementations, and that the speed of the backwards traveling jam (“kinematic”) wave is incorrectly modeled. The first problem was overcome by a better modeling of the intersection logic, as described in Sec. 4.2. The second problem still remains. What can be done about it?

If one wants to avoid a detailed micro-simulation as is done in TRANSIMS for example, then a possible solution is to use what is sometimes called “mesoscopic models” or “smoothed particle hydrodynamics” [23]. The idea is to have individual particles in the simulation, but have them moved by aggregate equations of motion. These equations of motion should be selected so that in the fluid-dynamical limit the Lighhill-Whitham-Richards [26] equation is recovered [13].

The number of vehicles in a segment is updated according to

\[
N(x, t+1) = N(x, t) + Q(x - \frac{1}{2}, t) - Q(x + \frac{1}{2}, t) + g(x, t)
\]

(4)

where \( N(x, t) \) is the number of vehicles in segment \( x \) at time \( t \), \( Q(x - \frac{1}{2}, t) \) is the flow of vehicles from segment \( x - 1 \) into segment \( x \) at time \( t \), and \( g(x, t) \) is the source/sink term given by entry and exit rates.

What is missing is the specification of the flow rates \( Q(x, t) \). A possible specification is given by the cell transmission model [13]:

\[
Q(x - \frac{1}{2}, t) = \max[v_f N(x - 1, t), c (N_{\text{max}} - N(x, t)), Q_{\text{max}}]
\]

(5)

where \( Q_{\text{max}} \) is the capacity constraint, \( c \) is the jam wave speed, \( v_f \) is the free speed, \( N_{\text{max}} \) is the maximum number of vehicles on the link and all other variables have the same meaning as before.

Note that this now exactly enforces the storage constraint by setting \( Q(x - \frac{1}{2}, t) \) to zero once \( N(x, t) \) has reached \( N_{\text{max}} \). In addition, the kinematic jam wave speed is given explicitely via \( c \). There is some interaction between length of a segment, time step, and \( c \) that needs to be considered. The network version of the cell transmission model [14] also specifies how to implement fair intersections. The cell transmission model is implemented under the name NETCELL.

Other link dynamics are, for example, provided by DYNAMIT [16] or DYNASMART [17]. These are based on the same mass conservation equation as Eq. (4), but use different specifications for \( Q(x) \). In fact, they calculate vehicle speeds at the time of entry into the segment depending on the number of vehicles already in the segment. The number of vehicles that can potentially leave a link in a given time step is in consequence given indirectly via this speed computation. Since this is not enough to enforce physical queues, physical queueing restrictions are added to this description. A further description of these models goes beyond the scope of this paper.
Figure 4: (a) RTR and (b) Speedup curves of the ch6-9 scenario from Feb 2003, with the default domain decomposition approach. (c) RTR and (d) Speedup curves of the ch6-9 scenario from Nov 2002, with the default domain decomposition approach. (e) RTR and (f) Speedup curves of Gotthard scenario (fewer vehicles than in the 6-9 scenario) in March 2002. These results are from a non-optimized and unscalable version of queue simulator.
6.2 Parallel performance

Once more, the most important result of our investigations is that there is a natural limit to computational speed on parallel computers which use Ethernet as their communication medium, and that speed is about 150 updates per second. If a simulation uses 1-second time steps, then this translates into a real time ratio of about 150. We are not aware of any other traffic simulation which has approached this limit, which is probably the reason why it is not discussed more. It imposes important consequences both on real time and on large scale applications that need to be considered. And in contrast to other areas of computing, it seems that waiting for better commodity hardware will here not solve the problem: Latency, which is the technical reason for this limit, has not improved significantly over the last decade. Gbit Ethernet has not much better latency than 10 Mbit Ethernet.

One option to go beyond this limit is to use more expensive special purpose hardware. Such hardware is typically provided by computing centers, which operate dedicated parallel computers such as the Cray T3E, or the IBM SP2, or any of the ASCI (Advanced Strategic Computing Initiative) computers in the U.S. An intermediate solution is the use of Myrinet, which this paper shows to be an effective approach, both in terms of technology and in terms of monetary cost.

On the algorithmic side, the following options exist: First, for the queue simulation it is in fact possible to reduce the number of communication exchanges per time step from two to one. This should yield a factor of two in Speed-up. Next, in some cases, it may be possible to operate with time steps longer than one second. This should in particular be possible with the kinematic wave models, since in those models the backwards waves do no longer travel infinitely fast. The fastest time in such simulations would be given by the shortest free speed link travel time in the whole system. In addition, one could prohibit the simulation from splitting links with short free speed link travel time, leading to further improvement.

6.3 Task Parallelization

In Sec. 2, task parallelization was shortly discussed. There it was pointed out that this will not pay off if the traffic simulation poses the by far largest computational burden. However, after parallelizing the micro-simulation, this is no longer true. Task parallelization would mean that for example activity generator, router, and learning module would run in parallel with the traffic simulation. One way to implement this would be to not precompute plans any more, as is done in day-to-day simulations, but to request them just before the traveler starts. A nice side-effect of this would be that such an architecture would also allow within-day replanning without any further computational re-design. We are in fact working on such an implementation.

7. Summary

A simple queue model for traffic flow was investigated. The main difference to queueing theory and to some dynamic extensions of static assignment is a hard storage constraint on the link; this generates spill-back. In contrast, the queue model is still simpler than the flow models of DYNASMART, DynaMIT, and the cell transmission model: The queue model does not divide
links into segments. The disadvantage of this is that jam wave speeds are no longer realistically
modeled; the advantage is higher computational performance.

Hard storage constraints have the consequence that link outflows are constrained both by the
flow capacity of the link itself and by space limitations on the receiving link. In contrast to
earlier versions of the queue model, we implemented “fair” intersections, where, if space on the
outgoing links is limited, that space is allocated proportional to the incoming links’ capacity.

The intention of this work is threefold: (1) Investigate minimal extensions of static assignment.
(2) Investigate parallel computing limitations of transportation simulations in general. (3) Use
the queue model as a simpler and faster alternative to TRANSIMS-like micro-simulations in
activity-based transportation modelling.

With respect to computing, it was demonstrated that affordable Beowulf clusters (clusters of
Pentium computers with Linux operating system) can be used successfully for large scale prob-
lems. The latency of Ethernet communication sets a hard limit on computing speed to about 150
simulation time steps per second, no matter what the problem size. It was shows that the use of
Myrinet communications technology overcomes that problem, and at no higher cost, since with
Myrinet one can reach better computing speeds with a smaller numbers of computers than with
Ethernet. A speed-up of 180 was reached on 64 CPUs, meaning in practical terms that a month
of computing can be reduced to about a day.

The model was applied successfully to a dynamic traffic assignment simulation of car traffic
of the whole country of Switzerland for the morning peak. The results of this are reported
elsewhere [37, 38], including comparison to a VISUM assignment result and to field volume
data.
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A. Multi-constraint partitioning

In the “gotthard” scenario, 50 000 travelers, starting at random locations all over Switzerland,
attempt to travel to Lugano as quickly as possible. The scenario is meant for testing the route
assignment logic with respect to route equilibration in a single destination scenario. It was also
used as a test scenario for parallel computing.

Partitioning in our case refers to the nodes of the road network. Since the work of the queue
simulation mostly consists of computing the intersection dynamics, computational load is essen-
tially proportional to the number of intersections. Standard partitioning thus attempts to spread
the network nodes equally across all CPUs while maintaining contiguous domains.

Multi-constraint partitioning means that there is more than one weight per node. In our case,
Figure 5: (a) RTR and (b) Speedup curves of a 6-hour run of Gotthard scenario without and with multi-constraint ("MC") domain decomposition approach.

...this can be best understood by assuming that those weights refer to different time slices. For example, in the gotthard scenario, there is a lot of traffic all over Switzerland initially, but near the end of the simulation, only some nodes process traffic while all others are empty.

The question is if under such circumstances the network can be partitioned so that the load is equally balanced at all times. A counter-example would be a distribution where one CPU has nodes with a lot of traffic initially but no traffic later, and another CPU has no traffic initially, but a lot of traffic later. That simulation would run faster if both CPUs traded approximately half of their nodes: Then both CPUs would always be busy on about half of their nodes. This is exactly what multi-constraint partitioning attempts to achieve.
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