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Chapter 1

Introduction

Urban planning is not easy: People simultaneously want to have access to transportation
and not be bothered by it. This is a contradiction which is not easily resolved, in particular
not in densely populated areas. Urban and transportation planning are the disciplines
which deal with this contradiction.

Any software package designed to help with these questions needs to address the fact
that humans are “intelligent”, that is, they are able to adapt and to learn. The maybe most
prominent example in the realm of transportation planning is called induced traffic — the
fact that better streets or better train connections leads to more traffic. In consequence,
transportation planning is not an exercise of how to best deal with a given and fixed
demand, but it has to balance the interests of people using the transportation system with
the interests of people suffering from it.

A good approach to such complex problems are multi-agent simulations. Multi-agent
means that all entities of the simulation, in particular the travelers, are resolved indi-
vidually, and that they have internal rules according to which they make decisions and
move inside the synthetic, simulated environment. Such an approach became possible
with the advent of modern computers, which process rule-based logic as fast as numeri-
cal operations. A big advantage of this agent-based, microscopic approach is that it can
be, at least in principle, arbitrarily improved if it turns out to be not realistic enough in
certain aspects. This is in stark contrast to aggregated methods, which eventually reach a
level where small-scale effects cannot be represented. As an example, 200 cars with 200
different destinations on a road can only be represented by having these 200 different
destinations listed somewhere in the system; there is no useful way to average over them.
Clearly, a natural place to store this information is inside the agents.

We do however believe that, once one has accepted the microscopic or agent-based
paradigm, one can start with rather simple models. The primary purpose of this book
is to show that full transportation simulation packages can be coded by somewhat ex-
perienced programmers in relatively short time. Such a package does not only contain
the traffic micro-simulation, which moves vehicles and travelers through the system, but
also modules for route planning, for activity generation, and, most importantly, for hu-
man learning. It is not claimed that the resulting transportation simulation package is
calibrated and validated and thus useful for policy questions, but it is certainly complete
enough to do computational research with respect to methodological and computational
questions, and it could be a starting point for a more realistic package. In particular, it
is possible to replace the modules one by one by more realistic ones and still keep the
structure of the whole system intact. This makes it possible to pull together the efforts of
many different research or commercial groups towards a large scale realistic multi-agent
transportation simulation.



This book is based on a one-semester class with 3 hours per week, which are approxi-
mately evenly distributed between lectures and guided lab work. In addition, depending
on their programming skills, students put in a significant homework effort (what many
of them enthusiastically to). The class covers most of this book; homework comes in
particular from Part I1. The book is written in a way that Part Il should be self-contained,
that is, a reader mostly interested in basic code development should find all relevent in-
formation in that part of the book. The other chapters provide additional material, in
particular with respect to improvements, and with respect to theoretical background. The
perspective throughout the book is computational, that is, theoretical developments with-
out relevance to a computational implementation are kept to a minimum.
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Chapter 2

A quick tour

2.1 Introduction

Transportation simulation packages consist of several modules. The most important
modules for the purposes of this book are: demand generation, route generation, and
the traffic simulation (Fig. 2.1). In addition, a feedback module provides the coupling
between these. The following sections will give short introductions into each of these
modules.

2.2 Demand generation

2.2.1 Trip generation

The demand generation module generates the demand for the transportation simulation
system. Two important methods are: (i) origin-destination matrices, and (ii) activity-
based demand modeling.

Origin-destination (OD) matrices are the more traditional method. OD matrices contain
the number of trips from n starting points to n destinations; it is therefore an n x n
matrix. These matrices can refer to arbitrary time periods. Until a couple of years ago,
one typically used 24-hour time periods; these days, people often concentrate on “morn-
ing peak” and “afternoon peak” periods since the main direction of travel is obviously
different between these periods.

In many situations, it is desirable to have information about demand generation that goes
beyond OD matrices. In such situations, the more far-reaching method of activities-
based demand modeling is an alternative. Here, the simulation includes models of human
behavior with respect to the planning of a day. This includes where and when to eat,
sleep, work, shop, etc. For example, a person may start the day at home, be at work at
8am, work for eight hours, go shopping which takes an hour, then be at home for the rest
of the day. Assuming that all the transportation pieces take half an hour, this would fix
the transportation schedule to: leave home at 7:30am, be at work at 8am, leave work at
4pm, arrive at shopping at 4:30pm, leave shopping at 5:30pm, arrive home at 6pm.

Once the simulation “knows” where and when people do their activities, transportation
is generated via connecting activities that take place at different locations. Note that it is
not necessary (and probably not possible) to forecast such activities for specific persons;
however, there is hope that we will be able to get useful ensemble averages similarly to
Statistical Physics.



2.3. Traffic simulation

demand route
microsimulation

generation generation

Figure 2.1: Modules

HUSBAND'S ACTIVITIES

Figure 2.2: Illustration of a daily activity plan.

2.2.2 Route generation

Once trips (e.g. starting times, starting locations, and destination locations) are known,
the exact transportation for these needs to be generated. This includes mode choice
(walking, bicycle, train, car, etc.) and the precise routing. The output of this module are
complete plans for each individual in the simulation.

2.3 Traffic simulation

Now these plans need to be executed. These simulations come at many different levels of
resolution and fidelity, reaching from the traditional steady-state flow-based cost function
to very detailed micro-simulations.

If one is interested in time-dependent results, as for example the queue built-up during
the onset of rush periods, the simulation needs to be sufficiently realistic to contain such
dynamics. Traditional flow-based cost functions are not able to realistically deal with
such dynamical effects, at least not in a straightforward way. Thus, the right simulation
has to be chosen according to what aspects of the dynamics one wants to have represented
for a given question.
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2.4. Feedback

HUSBAND'S ROUTES

Figure 2.3: Illustration of a daily plan including routes.

2.4 Feedback

The traffic simulation needs input from the demand generation, since it executes the
plans from the demand generation. However, the demand generation depends on the
traffic simulation because for example congestion only shows up in the traffic simulation,
and demand adjusts to such shortages. In order to deal with this situation, one iterates
between demand generation and traffic simulation. For example, demand generation
is run assuming no congestion, the resulting traffic simulation is run, then the demand
generation is run again now including the congestion from the last traffic simulation run,
etc., until a steady state is reached. That is, the system is systematically relaxed towards
a consistent state.

Fig. 2.4 shows an example of replanning. The traveler first changes his/her route, pre-
sumably in adaptation to congestion. Eventually, he/she decides that the destination is
too far away and switches to a nearer location. Fig. 2.5 shows a systemwide consequence
of replanning. The scenario is one where 50000 travelers starting at random locations
all over Switzerland travel to Lugano, which is south of the Alps. The scenario is for
testing purposes, but it has some resemblance with vacation traffic in Switzerland. In
the initial run (left), all travelers have planned their routes assuming a completely empty
network; in consequence, they all use the freeways as much as possible. After many
iterations (right), travelers have learnt that because of the congestion other paths may be
advantagous; as a result, traffic is much more spread out.

It should be noted at this point that there is no a priori reason why a real system should
be relaxed. For example, during unique events such as trade shows or soccer games, the
transportation system is probably not relaxed. The research here just follows the usual
path in such situations: First understand the steady state solution, and then move on to
the transients. Note that the steady state here refers to the comparison from one iteration
to the next, not to a steady state across time-of-day.

2.5 Analysis

Once a representative run or collection of runs of the traffic simulation has been obtained,
it can be analyzed. For example, one can see where congestion will show up, and which
people get stuck in it. Analysis is the other aspect of the system that influences the
decision about the level of realism in the modules. For example, if one is interested in
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2.5. Analysis

workplace A

workplace B

Figure 2.4: Result of day-to-day learning in a test example. LEFT: Situation at 9:00am in
the initial run. RIGHT: Situation at 9:00am in the 49th iteration. Each pixel on the road
is a car (by overlapping in the graphics they form the traffic streams); the circle denotes
where they are going. Clearly, the system has found a better solution after 49 iterations.

Figure 2.5: Feedback

emissions, one needs a micro-simulation of the driving behavior with enough information
on, e.g., acceleration in order to derive the necessary quantities. Or if one is interested in
the possible rescheduling of activities as a consequence of transportation infrastructure
changes, one needs to model the effect of “trip chaining”, i.e. the fact that people can for
example go shopping on the way back from work, but they could also put in a stop at
home before they go shopping.
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Chapter 3

Motivational start: Roundabout

In this chapter, we will consider the question if for an intersection it is better to have
traffic lights or a roundabout. Our model is the simplest version that makes some sense.

The purpose of this chapter is to familiarize the reader with the general thinking that
is used throughout this book: Models are started from simple first principles. In the
following model, as in all models introduced in this book, the reader will easily detect
imperfections. It is left to the curious reader (and programmer) to implement and test
improvements.

We consider an intersection with four incoming/outgoing streets (Fig. 3). Streets are
numbered 0, 1, 2, 3 as shown in the picture. We only model the incoming streets; as soon
as vehicles leave the roundabout or the intersection, they have left our simulation world.

At each incoming streets, vehicles enter the simulation randomly but with a fixed rate.
Each incoming vehicle selects any of the outgoing links as destination, excluding its own
link.

Vehicles are moved forward along the link using the so-called cellular automata (CA)
technique. This technique partitions space into cells which are updated via simple rules.
In our situation, the street will consist of cells which are either empty, or occupied by
exactly one vehicle. The system uses a parallel update (Fig. 3): All vehicles that have
an empty cell in front of them at time ¢ can move one cell; the result is the configuration
for time ¢ + 1. Vehicles at the end of the link can only continue when the traffic light is
green, or when there is space on the roundabout.

t =10 sec
la | [bfc ] [dfe] |
t=11sec
[]062 D| |a|b| !C|d| |e|
Ak ==
S
! L.
il

Figure 3.1: (a) Schematic drawing. (b) Cellular automata driving logic. (c) The four
traffic light phases.
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The traffic light The traffic light has four phases as indicated in Fig. 3. There are no
“yellow” times between the phases (although they can be introduced easily). Vehicles can
enter the intersection if the traffic light allows them to go into the direction desired by
the vehicle. Otherwise, the vehicle will stop, blocking all other vehicles behind. Vehicles
that are allowed to enter the intersection are removed from the simulation, that is, there
is no interaction of vehicles inside or beyond the intersection.

The roundabout [[need fig]]

The roundabout is modeled as a circular street, that is, it is a CA array of its own. Vehicles
that leave the last array cell enter the first array cell. There are four entry cells into that
circular array, corresponding to the four streets. A vehicle can enter when the entry cell
and its upstream neighbor are empty. Vehicles leave one cell before the corresponding
entry cell.

Implementation

Many possibilities exist to implement this, and experienced programmers will find there
own system. The following paragraphs will provide some guidance, but they will not re-
place a programming class.

The programming style selected in this chapter is the most basic one we could think of.
Later chapters will progressively introduce somewhat more advanced concepts.

CA links  The four CA links can be implemented as

const doubl e RATE=0. 2 ;
const int LL=10 ;

const int NN=4 ;

int cel I s[LLI[NN] ;

int tnpcel I s[LLI[NN ;
const int EMPTY=-1 ;

/1 go through tine:
for (int tt=0; tt<TT; tt++ ) {
/1 go through all streets:
for (int nn=0; nn<NN, nn++ ) {
/'l enter a vehicle if this is possible:
if ( cells[0][nn] == EMPTY && drand48() < RATE ) {
/'l select a number between 0 and NN-2:
int destination = int( (double)(NN-1) * drand48() ) ;
/1 if self is selected, use NN 1:
if (destination==nn) { destination = NN-1 ; }
tnpcel | s[0][nn] = destination ;

o through all cells except cell closest to intersection
this loop contained an error until 31jan05)
(int ii=0; ii<LL-1; ii++ ) {
if ( cells[ii][nn] !'= EMPTY ) { // there is a vehicle
if ( cells[ii+l][nn] == EMPTY ) { // there is no vehicle ahead
tnpcel I s[ii+1][nn] = cells[ii][nn] ; // nove
} else { // i.e. there is a vehicle ahead
tnpcells[ii][nn] = cells[ii][nn] ; // stay

}
Il g
I (
for

}

/] special treatnent for last cell:

if ( intersection_can_be_entered ) {
nmove_vehicle_to_intersection ;

}

/'l copy tnp array back to main array and clear tnp array:
for ( int nn=0; nn<NN, nn++ ) {
for (int ii=0; ii<LL; ii++ ) {
cells[ii][nn] = tnpcells[ii]l[nn] ;
tnpcel I's[ii][nn] = EMPTY ;
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}

[[the above code is not tested in practice and in consequence probably contains
errors]]

Traffic signal Again, there are many ways to implement this. Let us, for simplicity,
assume that each of the NPHASES phases takes PP seconds; the phase is then given by

for (int tt=0; ... {
int phase = (tt/PP) % NPHASES ;
}

where %is the C++ modulo operation. Let us then define a function

bool allowed ( int from int to, int phase)

which returns t r ue when movement from link f r omto link t o is allowed in phase phase,
and f al se otherwise. Intersection movement can then be modeled as
/] special treatnent for last cell:
if ( cells[LL-1][nn]!=EMPTY ) {
int destination = cells[LL-1][nn] ;
/1 if nmovenment NOT al |l owed, keep vehicle:
if ( 'allowed( nn, destination, phase ) ) {
tnpcel I s[LL-1][nn] = cells[LL-1][nn] ;

Roundabout Implementation of the roundabout is left to the creativity of the reader.
Note that there are some subtle timing issues involved: A reasonably clean implementa-
tion should not allow a vehicle to move two cells in a given time step; this would mean that
a vehicle that just entered the roundabout is not allowed to make another move inside the
roundabout. This can be achieved by first computing the t npcel | s for all links, and only
then copying them back to cel | s. In that way, a vehicle entering a roundabout would be
copied into the t npcel | s of the roundabout, where it would not be moved any further
during the time step. Obviously, one has to be careful that no other vehicle overwrites this
vehicle int npcel | s.

Output Experienced programmers will have their preferred visualization toolkit. Here
we just want to point out that, to a certain extent, it is possible to derive graphics from
simple terminal operations. For example, links can be plotted by

#i ncl ude <i ostreanr

for (int ii=0; ii<LL; ii++) {

if (cells[ii]l[nn] !'= EMPTY ) {
/1 if there is a vehicle, output its destination:
cout << cells[ii][nn] ;
} else {
/] else output an enpty space:
cout << " "
}

}
/1 Don't forget the newline once the link is plotted:
cout << endl ;

Most platforms have a so-called vt100 terminal; under unix this can often be obtained by
typing set env. TERM vt 100 in an xterm. For example, the command

cout << "\ 033[H 033[2J" ;

erases the screen, allowing the program to overwrite what was there before. This makes
it possible to display the complete intersection dynamics as a movie inside a text terminal.
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Variations As said before, this is a very simplistic model, and many modifications of this
are possible. Some examples:

The link lengths, the entry rates, the signal phases, or the size of the roundabout
could be changed. Signal phases could be made adaptive.

The entry conditions into the roundabout can be changed.

There could be separate lanes for left turns. How long should they be?
There could be inhomogeneous demand.

Etc.
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Chapter 4

Some basics of object-oriented
programming

4.1 Introduction

We attempt to use relatively “lightweight” object-oriented programming. However, un-
fortunately this depends on the perspective and experience. | hope that even someone
without experience will be able to get the most important things done. However, some
solid programming experience is most probably helpful. If you have never seen pointers
or structs/classes, it is going to be hard.

Before you get desperate, maybe have a look at Sec. 4.15 to see how (relatively) easy it
will be at the end.

Implementation

4.2 Compilation of programs under Unix

If you are an unexperienced programmer, | recommend to write everything into one file,
say wor k. cpp. This is then compiled with

g++ wor k. cpp

and executed with
./ a.out
You need at least g++ version 2.96; the version number can be found out by the command
g++ -v.
You should put the following lines at the beginning of wor k. cpp:

#i ncl ude <assert.h> // assert nacro; see ‘'‘man assert’
#i ncl ude <iostrean» // cin/cout

#i ncl ude <mat h. h>

#i ncl ude <stdlib. h>

If you are using a Microsoft compiler, the following may help:

# f _MSC_VER > 1020 /1 if VC++ version is > 4.2
usi ng nanespace std; /1 std c++ libs inplenented in std
#endi f

The following should print “hello world” once:



4.3. Pointers

/1 put above headers here
int main() {
cout << "hello world" << endl ;

return 0 ;

4.3 Pointers

At first, one typically does things such as

int id=1;

doubl e xCoord = 2.34 ;
cout << id << endl ;
cout << xCoord << endl ;

Pointers allow to put the real stuff somewhere else and to reference it by an address:

int* id; *id =1 ;

doubl e* xCoord ; *xCoord = 2.34 ;
cout << *id << endl ;

cout << *xCoord << endl;

What this means is that i d itself contains just a memory address, and the real content is

where this memory address points to. *(. . .) can thus be read as “contents of (. ..)".

This does not have any advantage at this level; but it has enormous advantages as soon
as the content that the memory address points to is more than a simple number.

4.4 Structs

Plain C allows things like
struct Node {
int id;
doubl e xCoord ;
doubl e yCoord ;
b
This means that our node has properties, such as an ID number and coordinates. These
are used as follows:
struct Node node ;

node.id = 213 ; /lassingnment of |D nunber 213
xx = node.xCoord ; // retrieval of xCoord

Typically, this is however used in pointer syntax; the example then is

/1 this does not work yet, see text
struct Node* node ;

node->i d = 213 ;
XX = node->xCoord ;

Note that the arrow - > comes from converting Node node into Node* node. That is,
arrows mean that the thing to the left of them is a pointer.

There is not yet a big advantage of using it this way. If one looks at the memory man-
agement, thenstruct Node* node only reserves space for the memory address itself;
we would however also need memory space fori d, xCoord, yCoord, which we don’t
have at this level. This will be solved in the next paragraph.

4.5 Classes and minimal memory management

In C++, we can replace st r uct by class:
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4.6. Encapsulation

cl ass Node {
int id;
doubl e xCoord ;
doubl e yCoord ;
b

i\bde* node ; // reserve space for nenory address
hbde = new Node() ; // reserve nenory space for contents

hbde- >id = 213 ;
XX = node->xCoord ;

the use of new also solves the memory problem.*

4.6 Encapsulation

In C++, one typically encapsulates variables. This does not have a major advantage at
the level of this text, but we do it to conform with the standard. It goes as follows:

cl ass Node {
private:
int id_; // Convention: | add underscores to private variables.

doubl e xCoord_ ;
doubl e yCoord_ ;
public:
void set_id( int tnmp ) { id_=tnp; }
int id() { returnid_;
void set_x( double tnmp ) { xCoord_ = tnp ; }
doubl e x() { return xCoord_ ; }

}o
Node* node ;
hbde = new Node() ;

hbde- >set _id( 213 ) ;
xx = node->x() ;

privat e: means that everything in that block can only be accessed by methods which
are defined inside the class definition, i.e. inside the cl ass Node block.

4.7 Constructors

“new ..." is also called “calling a constructor”. In the above example, we have not
defined what the constructor does; for this case, C++ provides a so-called default con-
structor. One can re-define the constructor, and one can even call it with arguments.
Although that feature can lead to more robust code, we will not use it here.?

4.8 Arrays of classes

Typically, we have more than one node. The straightforward way to do this would be

i\bde* nodes[20] ; // allocate 20 nenory addresses

hbdes[O] = new Node ( ) ; // allocate space for ONE (!) node

LIn C, this would be done via mal | oc.

2For experts: The main reason why we do not use it is because constructors are not inherited. For tem-
platized classes, as will be useful for the network construction (Sec. 10), this means that each change of the
constructor arguments in the template methods necessitates corresponding changes in all derived classes. We
found that rather inconvenient.
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4.9. The Standard Template Library (STL)

nodes[ 0] - >set i d( 213 ) :
xx = nodes[ 0] - >x() ;

4.9 The Standard Template Library (STL)

The above array usage is awkward because we need to know in advance how many
nodes we will have. It is better to use vectors, as follows:

#i ncl ude <vector>
vect or <Node*> nodes ;
/1 menmory managenent mi ssing

nodes[ 0] - >set i d( 213 ) :
xx = nodes[ 0] - >x() ;

So the usage of this looks the same as before, but the memory management is still miss-
ing. An easy way to enter elements without having to worry about memory is to use one
of the insertion operators:

i\bde* node = new Node( ... );
nodes. push_back( node ) ; // add array elenent at end

It helps to use typedefs:

iybedef vect or <Node*> Nodes ;
Nodes nodes ;

(instead of vect or <Node*> nodes; ).

Note that now
Nodes nodes ;

essentially looks like and is used like
Node* nodes[ 20] ;

except that the memory management is different.

vect or <Node* > is template syntax; it means that we have a vector of type Node*.
Instead of vector, you could think “array”.

Besides vect or, there are other pre-defined template classes, suchas| i st and deque.
They all have certain insertion and removal operations which do the memory management
for us. In C++, this is known as the Standard Template Library (STL). It is included in all
new enough C++ compilers.

We will always hide templates via typedefs so in general they will not really show up. They
do however (unfortunately) make a big difference in compiler error messages (see 5.3).

4.10 Associative arrays/maps

In C-arrays, one needs that indices start at zero and are consecutive. In transportation
and many other areas, items such as nodes and streets have names or numbers. In our
context, the nodes/links have numbers, and they are unique, but not consecutive. What
we want is a data structure that deals with this in a straightforward way, i.e. where we can
retrieve a node with ID “231” by node[ 231] . Associative arrays do this. They are used
as follows:

file: book.tex, p-4-4 January 31, 2005



4.11. Methods; Inlining

#i ncl ude <map>
i&/.pedef map<i nt, Node*> Nodes ;
Nbdes nodes ;

)).allocate space for new node and fill with information
Node* node = new Node(i d, xCoord, yCoor d)

/'l register this node with the global nodes array
nodes[id] = node;

Use of this now is:

cout << "ID:" << nodes[213]->id() << endl ;
cout << "X :" << nodes[213]->x() << endl ;

4.11 Methods; Inlining

We had already constructs like
cl ass Node {

dbﬁble x() { return xCoord_ ;}
One can put arbitrary functions here, e.g.
cl ass Node {

ihiersectionLogi c() {
/'l lots of stuff
}

}s
This is called a method of the class. This version is the “inlined” version of the method.

Often, this gets so long that one wants to have this outside the class definition. In this
case one would write:

cl ass Node {

ihiersectionLogic() ;

}s
and somewhere else

Node: : i ntersectionLogic() {
/1 lots of stuff
}

Conventionally, one would put the first part into a *. h file, and the second part into a
* . cpp file. Itis however also possible to leave everything in wor k. cpp.

Inlined functions/methods are faster during the execution but need more memory and
more compilation time.

4.12 References (“&”) in subroutine calls

C and C++ by default call subroutine arguments “by value”, which means that they copy
the complete object. For example,

voi d doSonet hi ng( Nodes nodes ) {

}
...dOSonething( t heNodes ) ;
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413 u_n VS, w_sn

would copy the whole Nodes data structure and then operate on that copy. That has two
often undesired or unexpected side-effects:

e The Nodes object can be rather large: For large road networks, it contains all
pointers to all nodes.
e Changes in Nodes are not moved up to the main program.

This behavior can be avoided when references are used, as follows:
voi d doSonet hi ng( Nodes& nodes ) {

}
" doSonet hi ng( theNodes ) ;

Note the “&” in the argument list. The result of this is that doSorret hi ng will directly use
the already existing nodes data structure.

In general, we will always use references in subroutine calls. Only when we pass i nt or
doubl e will we, wenn we do not want to pass back a result, omit the “&”.

References can also be used in other contexts, in particular to avoid pointers to objects
(see below). We will not use them for that since we find the pointer version easier to
understand for non-experts.

413 “. "vs. “->"

In the above, methods inside classes are addressed via the - > operator. Sometimes, one
has to use the . operator instead. Unfortunately, we are unable to write efficient code
which uses consistently one or the other, so you need to understand the difference. That
difference is that x- >y() means that x is a pointer, while x. y() means that x is the
object itself or a reference to it. As a rule of thumb, we will use “- >” when we use objects,
and “. ” when we use containers. For example:

t ypedef map<ld, Node*> Nodes ; // Nodes contains *pointers* to Node
Nodes nodes ; // nodes is *not* a pointer

for (Nodes: :iterator nn=nodes.begin() ; // since ‘‘nodes’’ is not a
nn! =nodes. end() /1 pointer, ‘*.’" is used
++nn ) {

Node* node = nn->second ; // ‘‘node’’ is now a pointer

cout << node->id() << endl ; // ‘‘->' is used

4.14 General code structure

Even if you write everything into one file, which simplifies life for non-experts, there is
some structure that should be obeyed and that helps later to pull the code apart into
several files. It is as follows:

/1 dobal declarations/definitions

/1 This woul d beconme sonething |ike ‘‘globals.h’
typedef double Tine ;

Tine time = -1

/1 global utilities
/1 This woul d becone sonething like ‘‘utils.h’
#include <stdlib. h>
extern "C' doubl e drand48() ;
doubl e nmyRand() {
return drand48() ;
}
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4.15. Review

/'l Cass declarations including definitions for ‘‘short’’ nethods
/1 Each class would go into a separate *.h file.
class Link ; // forward declaration
cl ass Node {
private:
Idid_;
public:
void set_id( Id val ) { id_=wval ; } // *‘short’’ nethod

Li nk* findQutgoingLink( Id linkid) ;: // “‘long’’ method
b

/1 Definitions of ‘‘long’’ class nethods
/1 Methods for each class would go into a separate *.cpp file.
Li nk* Node: : fi ndQut goi ngLink( Id linkld ) {

}

/1 global functions (should be avoided; can normally go into ‘‘class
/[l SimMrld ' or simlar)

/1 main:
void main() {
) -
4.15 Review

The most important information that you hopefully take from the above is that when you
copy something like

#incl ude <map>
i.)/I.Oedef map<i nt, Node*> Nodes
ﬁbdes nodes

ﬁbde* node = new Node( ... ); // allocate space for new node

from this text, then afterwards the use of this is relatively straightforward:

cout << "ID:" << nodes[213]->id() << endl
cout << "X :" << nodes[213]->x() << endl
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Chapter 5

Some programming
recommendations

Implementation

5.1 General

We recommend to use variable names which are easy to remember. We also recommend
to write “robust” code, because this piece of code will be used over and over again, and it
will be improved bit by bit. Robust means the following for me:

e Things which can go wrong need to be tested during execution and should lead to
a program abort if the test fails. In my experience, warnings are not useful here
since in the end there will be so many warnings that one will ignore them all. For
example, one should test for memory boundaries. assert () is a useful C/C++
command, see man assert.

e As a minimum rule for the use of subroutines: Functionality which is used more
than once inside a program has to go into a subroutine.

Personally, | think that for simulation problems the strict observation of these two rules are
by far the most important aspects of structured programming. This is independent from
the particular programming language; it is also independent from the object-orientedness
of the programming language although it may help.

5.2 Programming language

Many programming languages are suitable to write traffic simulations. Here are some
comments about the most common ones:

e C — “small” language; fast; objects are available via st r uct but no further object
support; in general very little support for things that one needs for agent-based
simulation

e C++ —"big” language that few people know completely (i.e. significant risk that one
writes code that nobody can read); object-oriented language with decent support for
agent-based simulation; good support for high performance computing in particular
for object-oriented numerics; no standardized support for graphical user interfaces.

e java — similar to C++; includes support for graphical user interfaces. Well-written
code in java is not necessarily slower than code in C++, but there is in general less
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5.3. Compiler error messages for STL code

support for high performance computing (parallel compilers; debugging of parallel
code; object-oriented numerics; ...).

e fortran — comes from the tradition of numerical analysis; newer versions of fortran
have some support for agent-based simulation but no comparison to C++ or java

Recommendation: C++ or java, depending on own experience.

In the following, we will often give examples in C++ style. The goal is not to push C++ to
its limits (as said above, in our experience very few people can read and maintain the re-
sulting code) but to end up with design patterns that hopefully help average programmers.
We will use the Standard Template Library (STL) where we feel that this is helpful.

5.3 Compiler error messages for STL code

Compiler error messages for STL code are awkward. Here is an example:

In file included fromsimcpp:5

global.h: In function ‘void Sinmulate (int, map<id, Node *, |ess<l|d>
al | ocat or<Node *> >, map<ld, Link *, less<ld> allocator<Link *> >
map<ld, Veh *, less<ld> allocator<Veh *> >)":

gl obal . h: 358: conversion from*‘Link *' to non-scalar type ‘Link
request ed

It is often helpful to first read the messages item by item and sometimes to re-arrange the
messages:
e First comes where the corresponding file was included:

In file included fromsimcpp:5

e This is followed by the function where the error happens:

global . h: In function ‘void sinmulate (int, map<id, Node *, |ess<ld>
al | ocat or<Node *> >, map<ld, Link *, less<ld> allocator<Link *> >,
map<id, Veh *, less<ld> allocator<Veh *> >)’:

As long as there is only one function voi d si nul ate(...), one can ignore the
rest of this part of the error message. If one does not know about function over-
loading, this should be generically the case.
e Finally comes the real error message. Rearranging yields:
gl obal . h: 358: conversion from
‘Link *’
to non-scal ar type
* Li nk’
request ed

That is, somehow the item on the right is a pointer to link, while the item on the left
is a link.

In this case, the offending line was
Link link = 1->second;

The correct line would be
Li nk* link = |->second;

5.4 lterators

Simulations often need to iterate over all objects in a certain class, for example over all
agents or all streets.

In C++, iterators are explicitely provided for many data structures of the STL. Code typi-
cally looks like the following:
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5.5. Tokenizer

for (Links::iterator Il = 1links.begin(); Il !'=1links.end(); Il++) {
Link* Iink = Il->second ;
}

The - >second is necessary if Li nks is, as discussed in Sec. 4.10, a map<i nt, Li nk>.
Then | | returns the “pair” (i nt, Li nk*), while - >second just returns the second item.
— This will be filled with more meaning in later examples.

5.5 Tokenizer

In order to read line-oriented input files, it is useful to first read the complete line (get -
I i ne), and then to parse it. This can look as follows:

assert( inFile.is_open() ) ;
typedef vector<string> Tokens; Tokens tokens ;
while ( linFile.eof() ) {
string aString ; getline( inFile, aString )
if (lastring.empty() ) { // ( skip enpty lines )
tokeni ze( aString, tokens ) ;
for ( Tokens::iterator tt=tokens.begin() ; ii!=tokens.end() ; ii++ ) {
cout << *tt << "\n" ;
}

}

As of 2003, there is unfortunately no standard tokenizer for C++. A simple tokenizer,
which separates on white spaces (such as blanks and tabs), is the following (from the
linux C++- pr ogr anmi ng- howt o):

#i ncl ude <i ostreanr
#i ncl ude <fstreanr
#i ncl ude <sstreane
#i ncl ude <string>
#i ncl ude <vector>

inline void tokenize ( const string& str, vector<string>& tokens ) {
t okens. erase( tokens.begin(), tokens.end() ) ;
t okens. push_back( "TRASH' ) ; // do not use tokens[O0]
string buf ;
stringstreamss(str) ;
while( ss >> buf ) {
t okens. push_back(buf) ;
}

}

This is slightly modified when compared to the original version in so far as it puts “TRASH”
into the zeroth element so that the counting of tokens starts with one. This has the advan-
tage that a token from the nth column will be in t oken[ n] .
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Chapter 6

Street network data and data
structures

6.1 Introduction

Transportation simulations need to deal with real world scenarios to be useful. In order
to achieve this, it makes sense to write them so that they can read arbitrary real world
configurations, even when the initial intention of the project is to use artificial data. For
the example case of this text, the minimum content of the data base is some information
about the road network, and some information about where people live and where people
work.

In this section, the information about the road network is considered. The basis for this is
a simple coding that is usually used for graphs, with one file/list for nodes (vertices) and
one file/list for links (edges, arcs). The traffic network then is built by identifying links
with roads, and intersections with nodes. Our intersections will be extremely simplistic.

The node file typically contains:

e aunique ID number for each node, and

e geographical coordinates.
Additional information can be added for each node, but is not needed for this example.
The link file for this example needs the following information:

e aunique ID number for each link,

o the ID number of the node where the link starts,

o the ID number of the node where the link ends,

o length of the link (length is necessary because a curvy road between two nodes
will be longer than the Euclidean distance),

Implementation
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6.2. Network file formats

6.2 Network file formats

The first implementation question to resolve is how to store the data. We will assume that
the data is in a file, and that is uses the same format that the transportation simulation
software package Transims (?) uses. Transims file formats are used several times in this
text. The advantage is some degree of portability; the disadvantage is that the formats
often contain many more entries than we truly need. Also, a more modern format might
use some kind of XML syntax; there is however no corresponding standard for trans-
portation simulations. We think that the advantage of using Transims files outweighs the
disadvantages. XML formats will be discussed in Sec. 24.3.

Each Transims network file has a header line, and then zero or more lines of entries. The
header line needs to be there; it contains the keys of the entries. Fields are separated by
tabs.

The nodes file has the following entries:

| Column | Header | type | explanation
1 I D integer | Unique number of node
2 EASTI NG integer | Coordinate in x direction
3 NORTHI NG integer | Coordinate in y direction
4 ELEVATI ON | integer | Coordinate in z direction. Ignore
5 NOTES string Optional notes. Ignore

In consequence, a nodes file looks as follows:

| D<t ab>EASTI NG<t ab>NORTHI NG<t ab>ELEVATI ON<t ab>NOTES<r et >
1<t ab>651700<t ab>137200<t ab>0<t ab><r et >
2<t ab>652220<t ab>137600<t ab>0<t ab><r et >

The entries which are important for our do-it-yourself implementation are printed in bold-
face. Any information in the other columns will be ignored. That information may, how-
ever, be important to make other Transims modules work, most importantly the visualizer
(Sec. 8). In particular, note the additional <t ab> that separates a possibly empty NOTES
field from the <r et >.

The link file has the following columns. Once more, the relevant ones are printed in bold;
the other ones are just given for complete information.

| Column | Header | Type | Explanation |

1 I D integer Unique ID number

2 NANMVE string Name of the link, e.g. the street name.
Ignore

3 NCDEA integer Node ID at one end of link

4 NODEB integer Node ID at other end of link

5 PERMLANESA | integer Number of lanes towards A. Ignore

6 PERMLANESB | integer Number of lanes towards B. Ignore

7 LEFTPCKTSA | integer Number of left pocket lanes towards A.
Ignore

8 LEFTPCKTSB | integer Number of left pocket lanes towards B.
Ignore

9 RGHTPCKTSA | integer Number of right pocket lanes towards A.
Ignore

10 RGHTPCKTSB | integer Number of right pocket lanes towards B.
Ignore

11 TWOWAYTURN | boolean Whether there is a two-way link for left
turns in the middle of the road (an Amer-
ican specialty). Ignore

12 LENGTH positive float | Length of link in meters

13 GRADE float Grade (= slope) of link. Ignore
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6.3. Node class

14 SETBACKA positive float Setback distance (in meters) from the
center of the intersection at node A. Ig-
nore

15 SETBACKB positive float Setback distance (in meters) from the
center of the intersection at node B. Ig-
nore

16 CAPACI TYA positive float Capacity of link towards A in vehicles
per hour. Ignore (but see Sec. 18)

17 CAPACI TYB positive float Capacity of link towards B in vehicles
per hour. Ignore (but see Sec. 18)

18 SPEEDLMTA positive float Speed limit, in meters per second, to-
wards A. Ignore (but see Secs. 17 and
18)

19 SPEEDLMIB positive float Speed limit, in meters per second, to-
wards B. Ignore (but see Secs. 17 and
18)

20 FREESPDA positive float Free speed, in meters per second, to-
wards A. Ignore (but see Secs. 17 and
18)

21 FREESPDB positive float Free speed, in meters per second, to-
wards B. Ignore (but see Secs. 17 and
18)

22 FUNCTCLASS | keyword Functional class of link. Ignore

23 THRUA integer ID of outgoing link across A which de-
notes “through” direction. Can be used
for data compression. Ignore

24 THRUB integer ID of outgoing link across B which de-
notes “through” direction. Can be used
for data compression. Ignore

25 COLOR integer Obsolete. Ignore

26 VEHI CLE keywords Allowed modes on link. Ignore

27 NOTES string Arbitrary notes. Ignore

Task 6.1 Generate a node file and a link file which together describe a square with a
diagonal (i.e. four nodes and five links). You can use the files in

http://wwmv. matsimorg/fil es/studies/test-net/network

as a starting point.

6.3 Node class

typedef long Id;

t ypedef doubl e Coord ;

cl ass Node {

private:
Idid_;

public:
void set_id( Idval ) { id_ = val ; }
Id id() { returnid_; }

private:
Coord xx_;
public:
void set_xx( Coord val ) { xx_ =val ; }
xx() { return xx_ ; }
private:
Coord yy_ ;
public:
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6.4. SimWorld class

void set_yy( Coord val ) { yy_ =val ; }
yy() { returnyy_; }

6.4 SimWorld class

It is useful to have a Si Mr | d class that defines our simulation world:
class Sinmnrld
public:
typedef map<Id, Node*> Nodes ;
Nodes nodes ;
readNodes() :
}
In this case, we will not make Nodes private, i.e. we will not encapsulate it. The result
of this is that we can directly use the access functions of the STL. It is possible to use
the STL functions even when Nodes is private, but we find the above solution easier for
non-experts.

6.5 Nodes input

Reading the nodes file would go as follows:

#i ncl ude <fstreane
#i ncl ude <string>

const char* NODES_FILE_NAME = "T.nodes":

éiéss Node {
Yy
éiéss Simrld {
Yy
;/;)i.d Si mMrl d: : readNodes () {
cout << "\ n### entering readNodes ...\n"

ifstreaminFile ; inFile.open(NODES_FI LE_NAMVE) ;
assert( inFile.is_open() ) ;
string aString ;
vector<string> tokens ;
/'l process header |ine:
getline( inFile, aString ) ;
t okeni ze( aString, tokens ) ;
assert( tokens[1l]=="I1D") ;
assert( tokens[2] =="EASTING' ) ;
assert( tokens[3]=="NORTH NG' ) ;
/1 main | oop:
while ( linFile.eof () ) {
getline( inFile, aString ) ;
if (laString.enpty() &% isdigit( aString[0] ) )
/1 [[ skip lines with junk (e.g. last line) ]]

t okeni ze( aString, tokens ) ;
Id nodeld ; convert( tokens[1], nodeld ) ;
Coord xCoord ; convert( tokens[2], xCoord ) ;
Coord yCoord ; convert( tokens[3], yCoord ) ;
/1 initialize node:
Node* node = new Node ;
/1 enter node into node map:
nodes[ nodel d] = node ;
node->set _id( nodeld ) ;
node- >set _xx(xCoord);
node- >set _yy(yCoord) ;
}
}

cout << " nNodes: " << nodes.size() << endl ;
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cout << "### | eaving readNodes ...\n\n" ;

}

The convert methods are as follows:

inline void convert ( const string& str, int&ii ) {
ii=atoi( str.c_str() ) ;

inline void convert ( const string& str, long&ii ) {
ii=atol( str.c_str() ) ;

inline void convert ( const string& str, double& dd ) {
dd = atof ( str.c_str() ) ;
}

This would be called from the main program via
int main()

SimMrid simdrid ;
si mMr | d. readNodes() ;

Task 6.2 Write a program which reads the node data.

6.6 Link class

The link class is analogous to the node class:

t ypedef doubl e Len ;
t ypedef doubl e Spd ;

class Link {

private:
Idid_;
public:
void set_id( Idval ) { id_ = val ; }
Id id() { returnid_; }
private:
Node* fromNode_;
public:

void set_fronmNode( Node* node ) { fromNode_ = node ; }
Node* fromNode() { return fronmNode_ ; }

private:
Node* toNode_ ;
public:

voi d set_toNode( Node* node ) { toNode_ = node ; }
Node* toNode() { return toNode_ ; }

private:
Len len_ ;

public:
void set_length( Len val ) { len_ = val ; }
Len length() { return len_; }

b

6.7 Links input

Again, this is analogous to the nodes.
const char* LINKS_FILE NAME = "T.|inks":

void Simrld::readLinks () {
cout << "\n### entering readLinks ...\n" ;
ifstreaminFile ; inFile.open( LINKS_FILE NAME ) ;
string asString ;
vector<string> tokens ;
/'l process header |ine:
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getline( inFile, aString )
t okeni ze( aString, tokens ) ;
assert( tokens[1l]=="I1D") ;
assert( tokens[3]=="NODEA" ) ;
assert( tokens[4]=="NODEB" ) ;
assert( tokens[12] =="LENGIH" ) ;
/1 main | oop
while ( linFile.eof () ) {
getline( inFile, aString )
if (laString.empty() && lsdlglt( astring[0] ) ) {
/1 ( skip lines w junk (e.g. last line) )
t okeni ze( aString, tokens ) ;
Id linkld ; convert( tokens[1], linkld)
Id fromNodeld ; convert( tokens[3], fronmNodeld )
Id toNodeld ; convert( tokens[4], toNodeld ) ;
Len length ; convert( tokens[12], length ) ;
Li nk* link = new Link
l'inks[linkld] = 1link
link->set_id ( linkld) ;
Node* fromNode = nodes[ fromNodeld ] ;
assert( fronmNode !'= NULL )
i nk->set_fronmNode ( fromNode ) ;
Node* toNode = nodes|[ toNodeld ] ;
assert( toNode != NULL ) ;
i nk->set_t oNode ( toNode )
link->set_length ( length )
f romNode- >addCut Li nk( 1 i nk)
t oNode- >addI nLi nk( 1 i nk)

}

cout << " nLinks: " << links.size() << endl ;
cout << "### | eaving readLinks ...\n\n"

}
Regarding addQut Li nk and addl nLi nk see next section.

Task 6.3 Write code that does the links input.

Remember that you need to include Li nks into the Si mAbr | d class similarly to Nodes.

6.8 Incoming/outgoing links

In order to traverse the graph, for each node we need the incoming and the outgoing links.
Recall that for links we already have the corresponding information, i.e. the fromNodes
and toNodes. The construction of the inLinks and outLinks is as follows:

First, add the corresponding entries to the node class:

cl ass Node {
private:

typedef vector<Li nk*> VLi nks;
VIi nks out Li nks_;
VI'i nks inLinks_;

public:

voi d addout Li nk(Li nk* Link) { outLinks_.push_back(link); }
Li nk* outLink(int i) { return outLinks_[i]; }
int nQutLinks() { return outLinks_.size(); }

voi d addl nLi nk(Li nk* I'ink) { inLinks_.push_back(link); }
Li nk* inLink(int i) { return inLinks_[i]; }
int ninLinks() { return inLinks_.size() ;
Y
Note that we do not need the associative array property here for out Li nks_ ori nLi nks_,
and so we use the vect or class instead of map.

Next, we generate the information of which links are incoming and outgoing. The easiest
way is to add this in the r eadLi nks routine at the end, as was already done in the
previous section.
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Task 6.4 Add the information about incoming/outgoing links to your code.

Task 6.5 Test if you can read the network in
http://ww. matsi morg/fil es/studies/corridor/network

without errors.
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Chapter 7

Cellular automata
micro-simulation

7.1 Introduction

The micro-simulation executes the route plans and returns congestion levels. Since we
do not have plans yet, we will at this stage see the traffic micro-simulation as something
that moves vehicles along links and across intersections.

We use the same dynamics as we had used for the roundabout in Chap. 3. That is:

e The road is divided into cells of length 7.5 meters.
We will only model links with single lanes.
e Each cell is either empty or occupied by exactly one vehicle.

e \ehicles move deterministically by one cell between time ¢ and time ¢ + 1 if the
cell ahead is empty at time .

e Across intersections, we will check that the first cell of the receiving link is empty.

Implementation

7.2 \Vehicles

Now, we need vehicles. We will start very simplistic:
class Veh {

private:
Idid_;
public:
set i Idval ) { id_=val ; }

_id(
Idid() { returnid_; }

7.3 Vehicles on links

Now we need to extend the links so that they contain the vehicles. For our cellular au-
tomata (CA) approach, we represent the road by a 1-lane sequence of cells. In conse-
guence,



7.3. Vehicles on links

class Link {

private:
typedef vector<Veh*> Cells ;
Cells cells_ ;

public:
bui I d() ;

As one sees, the road is a vector of pointers to Veh. If this pointer is NULL, then the
corresponding cell is empty.

For modular programming, one would in fact introduce a new class, say si m i nk, and
make it inherit from the | i nk class. Unfortunately, this eventually means to templatize
the link and node classes, which we do not want to do at this point. Further details are
discussed in Chap. 10.

The bui | d() command builds the road, i.e. reserves memory etc.:

void Link::build () {
int nCells ;
nCells = int( length() / LCELL ) ;
for( int ii=0; ii<nCells; ii++ ) {
cell's_. push_back(NULL);
}

}

LCELL is a global constant containing the length of a cell which we set to 7.5 meters.
According to the code, the number of cells is

Neews = L/, (7.1)

where L is the length of the link and /¢ the length of a cell. push_back is the command to
add elements to a vect or .2

We also need functions to add vehicles at the upstream end and remove them at the
downstream end of the link. Similarly, one needs to be able to test for the availability of
space, and get access to the most downstream of the vehicles. The code segment looks
as follows:

class Link {
voi d addToLi nk( Veh* veh ) {

assert( cells_[0]==NULL );
cells_[0] = veh ;

}
veh* firstOnLink() {
return cells_.back() ;

}

voi d rnFirstOnLink() {
assert( cells_.back()!=NULL ) ;
cell's_.back() = NULL ;

}
bool hasSpace() {
return cells_.front()==NULL ;

}
cells_.front() and cel |l s_. back() are STL functions and provide access to the
first and the last element of the vector.
Finally, we need a method to move vehicles forward. This can look as follows:

class Link {

voi d moveOnLi nk( int& nVehs ) ;
void move( int& nVehs ) {

noveOnLi nk( int& nVehs ) ;

/'l more here to be added | ater

Y

1Again, there are specific commands in the STL to achieve the same thing. We leave that to the experts.

20ne could use al | ocat e, but the use of push_back preserves at least somewhat the look and feel of a
traditional array.

file: book.tex, p.7-2 January 31, 2005



7.4. Random moves through intersections

and:

voi d Link::mveOnLink ( int& nVehs ) {
int last = cells_.size() - 1 ;
for( int ii=0; ii<last ; ii++ ) {
Veh* veh = cells_[ii] ;
if ( veh I'= NULL ) {

nVehs ++ ;
if ( cells_[ii+1] == NULL ) {
cells_[ii+1l] = veh ;
cells_[ii] = NULL ;
ii++
veh- >set _speed( LCELL ) ;
} else {

veh- >set _speed( 0. ) ;

}

}

Note that this uses traditional array syntax, so alternative models can be easily imple-
mented even by programmers not fluent in C++.

7.4 Random moves through intersections

We also need a method to move through intersections. If there is more than one outgoing
link, then the vehicle needs to select one of those. In Sec. 9.1 we will introduce route plans
for this purpose. In order to test the code without that functionality, here we introduce a
method with random selection of the outgoing link:

cl ass Node {
publ | c

voi d rndmove() ;
voi d move() {

rndrmove() ;
}
and
voi d Node::rndmove ( ) {
for ( VLinks::iterator |l=inLinks().begin(); Il!=inLinks().end(); ++1 ) {
Li nk* inLink = (Link*) *IIl ;
Veh* veh = inLink->firstOnLink() ; // NULL if none
if ( veh I'= NULL ) {
int nQutLinks = outLinks().size() ;
int outLinkldx = int( nyRand() * nQutLinks ) ;
Li nk* theQutLi nk = outLink(outLinkldx) ;
if ( theQutLink->hasSpace() ) {
i nLi nk->r nFi rst OnLi nk() ;
t heCQut Li nk- >addToLi nk( veh ) ;
}
}
}
}

Note that in contrast to earlier no “- >second” is used with the iterator, since the VLi nks
is a standard vector (array) structure, and not a map.

myRand() is a random number generator that returns values between zero (included)
and one (excluded), for example

doubl e nmyRand() {
return rand()/ ( RAND_MAX+1) ;
}
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7.5 Fairer intersections

In this text, an attempt is made to present a simple (the simplest?) version here, and
to wait with improvements until Part Ill. In this section, there will be an exception: The
modification presented here is not strictly necessary. Not including it does, however, result
in strong artifacts and asymmetries in the traffic dynamics.

A disadvantage of the above code for intersection movement is that certain incoming links
always get served earlier than others. A useful way to improve the situation is to go
through the incoming links in random sequence. This can be achieved by

typedef mul ti map<doubl e, Li nk*> RndLi nks ;
RndLi nks rnd_l i nks ;

/1 go through all inLinks, give thema random nunber, and insert

/1 themaccording to it:

for ( VLinks::iterator |I=inLinks_.begin(); Il!=inLinks_.end();
++ |

Link* link = *I1 ;
rnd_links.insert( make_pair( nyRand(), link ) ) ;

/Il retrieve the inLinks in the order of their random nunbers:

for ( RndLinks::iterator Il = rnd_links.begin();
Il '=rnd_links.end(); Il++) {
Link* inLink = Il->second ;

and then continue as above.

The above algorithm goes through all incoming links and gives them a random number
and then inserts them into the multimap using the random number as key. A nul ti map
is similar to the map we used for links and nodes with the only difference that keys do not
have to be unique; this is necessary since it could happen that two random numbers are
identical. The links are then taken out of the multimap in increasing order of the random
number.

7.6 Initializing vehicles for testing purposes

We need to be able to put vehicles on the network. A useful method for this will be
discussed in Chap. 9 in conjunction with the introduction of plans. Here we just point out
that for testing purposes one can put vehicles on links for example as follows:

ldcnt =0 ;
for ( Links::iterator Il=links.begin(); Il!=links.end(); ++1 ) {
Link* link = 11->second ;

Veh* veh = new Veh ;
veh->set _id(cnt) ;
cnt ++

i nk->addVeh( Veh ) ;

7.7 Main program

Finally all the above functionality needs to be put together. This can be done as follows:

typedef double Tine ;

Ti me global Time = -1 ; // global definition of a tinme; see text
éiéss Link ; // forward declaration

cl ass Node {

ci ass Link {

}o
class Veh {
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}o
class Simorld {

;/;)i.d simulate() { // see later

}
Y

int min () {
/1 network construction as discussed earlier

/1 build the l|inks:

for ( SimWrld::Links::iterator Il =simArld.links.begin();
I'1!1=si MMrld.links.end();
++1 ) {
Link* link = I1->second ;
I'i nk->bui Id() ;

}

/'l insert some vehicles as expl ai ned above

/1 time iteration:

for ( gl obal Ti me=si nStartTi me; gl obal Ti ne<99999; gl obal Ti me++ ) {
bool done = false ;
si morl d. sinul ate( done ) ;
if ( done ) break ;

return O;
}
and finally
void Simrld::sinulate ( bool & done ) {
int nVehs=0 ;
/1 links nmovenent:
for ( Links::iterator Il=links.begin(); IlI!'=links.end(); ++l1 ) {
Li nk* theLink = I1->second ;
t heLi nk- >nove( nVehs ) ;
/'l intersection novenent:
for ( Nodes::iterator nn=nodes.begin(); nn!=nodes.end(); ++nn ) {
Node* t heNode = nn->second ;
t heNode- >nove( ) ;
}
/'] out put
int skip=60 ;
if ( long(gl obal Ti ne)%ki p==0 ) {
for ( Links::iterator Il=links.begin(); IlI!=links.end(); ++1 ) {
Li nk* theLink = 11->second ;
theLi nk->writeVehFile( ) ;
) }
if ( long(global Ti ne)%d000==0 ) {
cout << "Step: " << global Tinme
<< " NVehs: " << nVehs
<< endl ;
done = false ;
if ( nVehs==0 ) {
done = true ;
}
}

The above code fragment also contains a provision for visualizer output, to be used in the
next chapter.

Note the time is defined globally as gl obal Ti ne. There are better ways to do this; this
is, as always in this text, left to the experts.
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Chapter 8

Visualizer

8.1 Introduction

For larger simulations, visualization is nearly always an absolute necessity. Writing a
visualizer, however, goes beyond the purposes of this text. One option is the Transims
visualizer, on which the output formats in the following are based; since the whole Tran-
sims package is available to academic institutions for an affordable license fee, this may
be an option. In some cases, visualizers of other transportation simulation software may
be available. In this section it will be described how a graphics program that plots data
points based on Cartesian coordinates can be used to generate some basic visualization.
The public doman software “gnuplot” will be used. Other plotting packages with similar
functionality should also work.

Implementation

8.2 Vehicle output

The file format for vehicle output is as follows:

| Column | Header | type | explanation |

1 VEHI CLE integer | Vehicle ID

2 TI ME integer | Current time (in seconds past midnight)

3 LI NK integer | LinkID

4 NCDE integer | FromNode ID (i.e. ID of node where the ve-
hicle is coming from)

5 LANE integer | Lane the vehicleis on

6 DI STANCE float Distance (in meters) the vehicle is away
from the node

7 VELCCI TY float Vehicle speed (in meters per second)

8 VEHTYPE integer | Vehicle type. “1” = car.

9 ACCELER float Vehicle acceleration (in m/s per second)

10 DRI VER integer | Driver ID

11 PASSENGERS | integer | Number of passengers in vehicle

12 EASTI NG float Position of vehicle in x direction

13 NORTHI NG float Position of vehicle in y direction

14 ELEVATI ON float Position of vehicle in z direction

15 AZ| MJTH float Vehicle’s orientation (degrees from east in
counterclockwise direction)

8-1



8.2. Vehicle output

| 16 | USER | integer | User-defined data field |

The most important fields for our purposes here are time and the two spatial coordinates.
When these fields are filled out correctly, the Transims visualizer will work even when all
other fields are filled with dummy variables.

Some linear algebra is necessary to calculate the position and the orientation of the vehi-
cles. It goes as follows:

1. The vector from the fromNode s to the toNode ¢ is
o[- )
Yst Yt Ys

2. When 0 is the angle between the x axis and r, then one has

arctan E%) ifz>0

.Y _ Jarctan (£ 4+7) ifz <0

tanﬁfx or 0= 1y if o =0andy > 0 (8.2)
%71’ ifr=0andy <0

3. A vehicle’s distance on the link from the fromNode is given by the position of it's
cell; if the cell number is 4, then the position is (i + 1) ¢, where / is the length of a
cell (typically 7.5 meters).

4. The coordinates of the vehicle now essentially are
€z Ts d cos
{ZU]_{:US]JF[dsme] (8.3)

5. After this calculation, vehicles are on the direct line between two nodes. What is
missing is the offset depending on the lane the vehicle is in. This is just

(8.4)

+w sin 6
—w cos

which is added to Eq. (8.3). w is the width of a lane, for example 3.75 meters.
Large values of w are often useful to “pull” road directions apart, which is useful
when zooming out.

Corresponding code is
void Link::witeVehFile () {
static int first=1;
static of stream snapshotFile ;
if ( first==1) {
first =0 ;
snapshot Fi | e. open( SNAP_FI LE_NAME ) ;
assert( snapshotFile.is_open() ) ;
snapshot Fil e << "VEH CLE"
<< '\t << "TIME"
<< "\t' << "LINK"
<< "\t’' << "NODE"
<< '\t’ << "LANE"
<< "\t' << "Dl STANCE"
<< '\t’' << "VELOCITY"
<< '"\t’' << "VEHTYPE"
<< "\t' << "ACCELER'
<< '"\t’' << "DRI VER'
<< '"\t’' << "PASSENGERS"
<< ’\t’ << "EASTI NG
<< "\t’' << "NORTH NG'
<< '"\t’' << "ELEVATI ON'
<< '\t << "AZI MUTH'
<< "\t’' << "USER'
<< endl;
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assert( snapshotFile.is_open() ) ;
/'l write TWO enpty |ines between tinme steps
static Tine lastTineStep = -1 ;
if ( lastTineStep != global Time ) {
snapshotFile << "\n\n" << endl
| ast Ti meStep = gl obal Tinme ;

}
/1 go through all cells of the link
for (int ii=0; ii<cells_.size(); ii++ ) {
/1 check if cells have a vehicle on them
if (cells_[ii] !'= NULL ) {
/'l get the veh and its position on the |ink
Veh* theVeh = cells_[ii]
doubl e pos = 7.5*(ii+1)
int lane = 1
/'l cal cul ate geographi cal coordi nates and azi nuth
Coord DX = - fronmNode()->xx() + toNode()->xx() ;
Coord DY = - fromNode()->yy() + toNode()->yy()
typedef double Angle ;
Angle theta = 0. ;

if ( DX>0) {
theta = atan( DY/ DX ) ;
} elseif ( DX<0)
theta = PI + atan( DY/DX)
} else {
if (DY >0) { theta=PI/2. ; }
else { theta =- PI/2. ; }

}
if ( theta <0. ) theta += 2.*PI
doubl e azimuth = theta/(2.*Pl)*360 ;
Coord easting = fronNode()->xx() + cos(theta) * pos
+ sin(theta) * LANE WDTH * | ane ;
Coord northing = fronNode()->yy() + sin(theta) * pos
- cos(theta) * LANE WDTH * | ane ;
Coord el evation = 0. ;
/1 wite the information to the file:
snapshot Fi |l e << t heVeh->i d()
<< '"\t’' << gl obal Tine
<< "\t’' <<id() // link id
<< "\t’ << fromNode()->id()
<< "\t' << lane
<< "\t' << pos
<< "\t’' << theVeh->speed()
<< "\t' << 1 // vehtype
<< '"\t’' << 0. // acceleration
<< '"\t’' << theVeh->id() // driver id
<< "\t’' << 0 // nunber of passengers
<< "\t' << easting
<< '"\t’' << northing
<< '\t’' << elevation
<< "\t’ << azinuth
<< '"\t’' << 0 // user definable field
<< "\ n"

f

}
For Transims, the header line is significant. For other systems, it may be omitted.

Note the two empty lines between time steps. The empty lines are important for the
gnuplot visualization explained below; they are not important for the Transims visualizer
and probably not for many other visualizers.

The above is called via

void simulate (...) {

for (Links::iterator Il = links.begin(); Il = links.end(); Il++) {
Link* link = I1->second
I'i nk->writeVehFil e(sinfinme)
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8.3. Visualization via gnuplot
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Figure 8.1: Vehicle snapshot using gnuplot.

8.3 Visualization via gnuplot

Gnuplot (ww. gnupl ot . i nf 0) is a plotting package that is available on most linux in-
stallations. In the following we will use it for a simple visualization of our traffic simulation
results.

First, generate, in the same directory as where you have the vehicle snapshot file, a file
named gpl with the following contents:

a=a+l

set grid

set xrange[ - 50: 6050]

set yrange[ - 50: 2050]

print a

plot "T.veh" index a u 12:13 t ""

if ( a<200) reread

a=2~0

This assumes that your vehicle snapshot file is called T. veh.
Start gnuplot by typing gnupl ot . Inside gnuplot, type

ghupl ot > a=1
gnupl ot > | oad ’ gpl

The result should be a window similar to Fig. 8.1 displaying the status of the simulation
time step by time step.

8.4 Testing the current status of the simulation

Task 8.1 Before one continues, one should make some tests if the simulation really
works. Build a square with a diagonal. As suggested before: Just start from

http://ww. matsimorg/files/test-net/network .
Try the following things, and check them with the visualizer:

1. Forinitialization, completely fill one of the links with vehicles. Do they move the way
you would expect? What would you expect? Are all links used? Remember that
the link decision on intersections is random at the moment.
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8.4. Testing the current status of the simulation

2. For initialization, completely fill the two links which go into the same node with
vehicles. What happens at the merge? Who has the priority in your code? Why?
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Chapter 9

Plans following in the
micro-simulation

9.1 Plans

In our micro-simulation, travelers follow plans. In our do-it-yourself traffic simulation,
we only look at cars. Cars have complete routes in their plans.

Route plans always include variants of the following information:

StartTime, StartLoc, Nodel, Node2, ..., EndLoc.

e StartTime: Time-of-day when the traveler wants to start. We always use seconds
past midnight.

e StartLoc: Starting location. For us, this is the link ID where the trip starts.
e Nodel: First node of route plan.
e Node2, etc.: The following nodes of the route plan.

e EndLoc: The final destination of the trip. For us, this is the link ID where the trip
ends.

In terms of programming, this means:

1. We need a mechanism to read plans.

2. We need a data structure (“parking queue™) where to keep vehicles/plans until their
starting time.

3. We need a data structure (”waiting queue”) where to keep vehicles/plans which are
beyond their starting time, but have not been able to move into the traffic because
of congestion.

4. We need a mechanism to move vehicles from the parking queue to the waiting
queue.

5. We need a mechanism to move vehicles from the waiting queue on to the start link.

6. We need a mechanism to move vehicles across an intersection so that they follow
plans.



9.2. Vehicle class

In principle, the plans file can contain the whole daily plan for each individual traveler in
the simulation. For the time being, we will however identify car trips and vehicles, and
skip the remaining information in the plans file, if any.

Implementation

9.2 Vehicle class

First we need to extend the vehicle class. An implementation is

#i ncl ude <deque>

class Veh {

private:
Idid_;
public:

void set_id( Idval ) { id_=val ; }
Idid() { returnid_; }

private:
Spd speed_ ;
public:

voi d set_speed( Spd tnmp ) { speed_ =tnp ; }
Spd speed() { return speed_ ; }

private:
Tine startTime_;
public:
void set_startTime ( Tine val ) { startTine_ = val ; }
Tinme startTime() { return startTinme_; }
private:
Id arrival Linkld_ ;
public:
void set_arrival Linkld( Id val ) { arrivalLinkld_ = val ; }
Id arrivalLinkld() { return arrivalLinkld_; }
private:

typedef deque<l d> Rout e;
Route route_ ;
public:
voi d addNodel d2Rout e(| d nodel d) { route_.push_back(nodeld); }
I d next Nodel D() {
if (route_.size() >=1) {
return route_.front() ;
} else {
return -1 ;
}

void incPlan() { route_.pop_front(); }
void witeEvent(ld linkld, Id fNodeld, int flag) ;

voi d dump() {
cout << " vehid: " << id()
<< " speed: " << speed()
<< endl ;
}

b
The wri t eEvent method will be explained later.

Note how the route plan is implemented as a deque, which is a data structure which
makes it easy to add and remove elements at both ends.

9.3 Plans format

We use the Transims route format in order to have a well-defined standard.

For people who insist on their own format, it is in theory possible to write converters. In
practice, this is nearly always a headache, since, for example: the converters are not
maintained; third parties do not know where the executables are located or how they are

file: book.tex, p.9-2 January 31, 2005



9.3. Plans format

used; plans files are huge (typically several GB) and for that reason one does not want
different representations of the same information on the hard disk.

Clearly, a better choice for what we do would be XML (eXtended Markup Language). This
is discussed in Sec. 24.3. The only disadvantage of XML is that one needs libraries (such
as expat) for parsing, which means that our code would no longer be standalone. For that
reason, for the time being we use the Transims format.

Transims organizes trips into legs, for example: walk to car, drive to office parking, walk to
office. More precisely, a “trip” goes from one activity to the next, and legs are characterized
by different modes of transportation. For our project here, we only look at car legs.

A typical example looks as this:

101100

27825 100 2 1900 2

0 86400 O

101

8

10 40 70 100 130 160 190

Since the number of nodes varies from plan to plan, plans need to have a variable length
part. In Transims this is achieved via a fixed length and a variable length part. The last
token of the fixed length part says how many more tokens are to follow. The meaning of
the individual numbers is as follows:

Fixed length part:

| Number [ explanation

1 Traveler (Person) ID

2 User field. Irrelevant for us

3 Trip ID. Irrelevant for us

4 Leg ID. Irrelevant for us

5 FirstLegFlag. Irrelevant for us

6 LastLegFlag. Irrelevant for us

7 StartTime

8 StartLocation. = StartLink for us

9 Type of StartLocation. Irrelevant for us
10 EndLocation. Irrelevant for us

11 Type of EndLocation. Irrelevant for us
12 Duration. Irrelevant for us

13 Stop Time. Irrelevant for us

14 MaxTimeFlag. Irrelevant for us

15 Driver Flag. Irrelevant for us

16 Mode. Should always be 0

17 Vehicle Type. Irrelevant for us

18 Number of additional tokens (variable length part)

The 7th token is the StartTime; the 8th token the StartLocation (which is, for us, the link
on which the vehicle starts).

An important information is the 16th token of a block/leg, which codes the mode of trans-
portation: “0” means “car”. If, for a given block, one finds a different number here, we will
ignore the whole block/leg and continue with the following one.

The 18th token of a block gives the number of the tokens following from there on.
Variable length part:

| number | explanation |

1 Vehicle ID. Ignore

2 Number of Passengers. Needs to be zero (because the meaning of the
following data depends on this).

3 Node 1
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9.4. ReadPlans

4 Node 2
5 etc.

The 20th token (= 2nd token of variable length part) should be zero; if not, the plan should
be skipped.*

All following tokens are NodelDs. The first NodelD after the start link is included; as long
as one uses uni-directional links (as we do), this information is redundant.

The full Transims route plans specification is in the Transims documentation:
http://ww. matsimorg/files/doc/transins-1.0/files. pdf

Important: There are differences between the transims-1.0 plans format and the
transims-1.1 plans format. We use the transims-1.0 plans format.

Important: Line breaks in the route plans are not significant. However, empty lines
between blocks are significant. Each block corresponds to a leg.

Task 9.1 Write a route plans file with exactly one route for “test-net”.

9.4 ReadPlans

Here is an example of how to read plans into the simulation:

void Simrld::readPlans (Tinme& sinStartTime ) {
cout << "\n### entering readPlans ...\n" ;
int cnt=0 ;
Pl an plan ;
sinBtart Ti ne=99999 ;
while ( plan.readNextPlan()==0 ) {
if ( plan.mode()!=0) {
cout << " Wong node, skipping plan.\n" ;
} else if ( plan.nPassengers()!= 0) {
cout << " Wong nunber of passngers; skipping plan.\n" ;
} else {
cnt++ ; if ( cnt9%d000==0 ) { cout << " Cnt: " << cnt << endl ;
if ( plan.startTime() < sintBtartTine ) sinBtartTine = plan.startTine() ;
Veh* veh = new Veh ;
veh->set _id( plan.travld() ) ;
veh->set _startTi me( plan.startTi me() ;
veh->set _arrival Li nkl d( pl an. endLi nkl d() ) ;
assert( links[plan.startLinkld()]!=NULL ) ;
i nks[ pl an. startLinkld()]->addToPark(veh) ;
for ( int ii=plan.firstNodelndex(); ii<=plan.|astNodelndex(); ii++) {
veh- >addNodel d2Rout e( pl an. nodeTokens(ii) ) ;

}
}
}
cout << " nPlans: " << cnt
<< " sinStartTinme: " << sinGBtartTi ne
<< endl ;
cout << "### |leaving readPlans ...\n\n" ;

Notes:

e This also calls the vehicle initialization, and puts the vehicle into the waiting queue
of the starting link. Remove the temporary way in which we had initialized
vehicles earlier.

e It also checks which is the earliest vehicle start time.

Since parsing the plans is a bit messy, parsing is delegated to a subroutine r eadNext Pl an.

L1f this token is not zero, then the following numbers are not only NodelDs, but also passenger IDs. We do
not want to treat this case.

file: book.tex, p.-9-4 January 31, 2005



9.5. Class Plan

int Plan::readNextPlan ( ) {
static ifstreaminFile;
/1 open file if necessary:
static int first=1; if ( first ) {
first =0 ;
i nFi | e. open( PLANS_FI LE_NAME) ;

/1 always check if file is really open:
assert( inFile.is_open() ) ;
/1 mein | oop:
while (linFile.eof()) {
/1 deal with junk:

string line ; char ch = inFile.peek() ;
if (lisdigit(ch) ) {
getline( inFile, line ) ;
/'l here is the real reading:
el se {
/1 read fixed length part:
for (int ii=1; ii<=18; ii++ ) {

inFile >> fixTokens_[ii] ;

/'l read variable |l ength part:
for (int ii=1; ii<=fixTokens_ [18]; ii++ ) {
assert( ii <= MAXTOK ) ;

inFile >> varTokens_[ii] ;

}

return 0 ;

}

return 1 ;

9.5 Class Plan

A class pl an is used to transmit the variables, which avoids an overly long argument
list in the call to ReadNext Pl an. This class specification also does the translation from
numbered tokens to meaningful variables. The following also contains functions to set
variables, which is not necessary for the purposes of this chapter. It will however become
necessary in Chap. 11.

class Plan {

private:
int fixTokens_[19] ;
static const int MAXTOK =2000 ;
int var Tokens_[ MAXTOK_+1] ;

static const int firstNodelndex_ =1 ;
/1 (**const’’ makes sure this cannot be changed; ‘‘static’’ is
/'l necessary here because of the ‘‘const’’.)
public:
Id travid() { return fixTokens_[1] ; }
void set _travld( Id tnmp ) { fixTokens_[1] =tnmp ; }
L R
Tine startTime() { return fixTokens_[7] ; }
void set_startTine ( Time tnp ) { fixTokens_[7] = int(tmp) ; }
R e

Id startLinkld() { return fixTokens_[8] ; }

void set_startLinkld( Id tnp ) { fixTokens_[8] =tnp ; }
e

Id endLinkld( ) { return fixTokens_[10] ; }

void set_endLinkld( Id tmp ) { fixTokens_[10] = tnp ; }
e e T R

int node() { return fixTokens_[16] ; }

int nPassengers() { return varTokens_[2] ; }

A e
/1 vtokl vtok2 vtok3 vtok4 vtok5 vtok6 ... vtok(L-2) vtok(L-1) vtok(L)
/1 nodel node2 node3 node4 ... node(N-2) node(N-1) node(N)

/1 L = fixTokens_[ 18]

/1 N = | ast Nodel ndex ;

voi d set_nNodes( int tmp ) { fixTokens_[18] = tnp+2 ; }
int nNodes() { return fixTokens_[18] - 2 ; }
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R R T
int firstNodelndex() { return firstNodelndex_ ; }
int |astNodelndex() { return firstNodel ndex_+nNodes()-1 ; }

L R
protected:
int tokldx( int ii ) {
return ii+3-firstNodel ndex_ ;
// (1 +3-1=3, where we find the first node )
/Il ( N+ 3 - 1 =N+2, where we find the last node )
}
L
public:

I'd nodeTokens(int ii) {
int index = tokldx(ii) ;
assert( index <= MAXTOK_ ) ;
return varTokens_[index] ;

voi d set_nodeTokens( int ii, Idtnp ) {
assert( ii >= firstNodel ndex() ) ;
assert( ii <= |astNodel ndex() ) ;

int index = tokldx(ii) ;
assert( index <= MAXTOK_ ) ;
var Tokens_[index] = tnp ;

}

int readNextTrip() ;

int readNextPl an() ;

int witePlan() ;

void dunp() ;

/'l constructor

Plan() {
for (int ii=0; ii<=18; ii++ ) fixTokens_[ii]=0 ;
fixTokens [9] =2 ; // StartLoc type = parking
fixTokens_[ 11] 2 ; |/ EndLoc type = parking
fixTokens_[ 15] 1; // traveler is driving
fixTokens_[17] 1; // vehicle type = auto

9.6 Park queue

The park queue, as explained above, contains vehicles whose starting time is in the future.
Here is a mechanism for the park queue.

class Link {
private:
typedef mul ti map<Ti ne, Veh*> Par kQueue ;
Par kQueue parkQueue_ ;
public:
voi d addToPark( Veh* veh ) {
par kQueue_. i nsert( make_pair( veh->startTime(), veh ) ) ; // see txt
}
Veh* firstlnPark() {
if ( parkQueue_.size()>=1)
return parkQueue_. begi n()->second ;

} else {
return NULL ;

}
void rnFirstlinPark() {
assert( parkQueue_.size() >= 1) ;
par kQueue_. erase( parkQueue_. begin() ) ;
}
Note that the implementation for Par kQueue is
typedef mul ti map<Ti nme, Veh*> Par kQueue ;

We have in fact already used a rrul ti map for the implementation of “fair” intersections
(Sec. 7.5). An additional function now is er ase() .
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10 40 70 100 130

100 400 700 1000 1300 160 1600 190 1900 220
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Figure 9.1: Sketch of the “corridor” network. The numbers give the corresponding node
and link IDs.

Overall, this implements a priority queue, where the element with the lowest key is always
available via begi n() . “Lowest key” here means the earliest starting time.

9.7 Wait queue

The wait queue, as also explained above, contains vehicles whose starting time has
passed but they have not made it into the traffic because of congestion. The separa-
tion between park and wait queue seems somewhat arbitrary at this point. It is necessary
to provide an efficient way to write “events” when vehicles intend to start, even if they do
not make it into the traffic in the same time step (Sec. 9.11).
Here is a mechanism for the wait queue:
class Link {
pri véi é:
typedef deque<Veh*> Wit Queue ;
Wai t Queue wai t Queue_ ;
public:
voi d addTowait( Veh* veh ) {
wai t Queue_. push_back( veh ) ;
}
Veh* firstinWait() {
if ( waitQueue_.size()>=1) {
return waitQueue_.front() ;

} else {
return NULL ;
}

}

void rnFirstinwait() {
assert( waitQeue_.size() >= 1) ;
wai t Queue_. pop_front() ;

}
Task 9.2 Read your plans into your simulation.

Task 9.3 Read the network and the plans from
http://wwmv. matsi morg/fil es/studies/corridor/teach

into your simulation.

A sketch of the “corridor” network is given in Fig. 9.1.

9.8 Vehicle insertion

Vehicles need to be moved from the waiting queue into the traffic. We do this by
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9.9. Plans following and vehicle arrival

e moving the Si nLi nk: : move(..) functionto Si nLi nk: : moveOnLi nk(..),and
then

e defining a new Si nLi nk: : move(..) function as follows:
class SinLink : public Link {

void nmove ( int& nVehs ) {
parkToWait() ;
wai t ToLi nk() ;
moveOnLi nk( nVehs ) ;

}

The corresponding code is

voi d Link::parkTovait () {

Veh* veh = firstlnPark() ;

while ( veh !'= NULL && veh->startTinme() <= global Time ) {
rnFirstinPark() ;
addToWai t( veh ) ;
Id linkld =id() ;
Id fronNodeld = fronmNode()->id() ;
veh->writeEvent ( linkld, fromNodeld, DEPARTURE_FLAG) ;
veh = firstlnPark() ;

}

and

voi d Link::waitToLink () {

Veh* veh = firstIinWait() ;

while ( hasSpace() && veh != NULL ) {
roFirstinVait() ;
addToLi nk( veh ) ;
veh->incPlan() ; // easy to forget!!
Id linkld =id() ;
Id fromNodel d = fromNode()->id() ;
veh->writeEvent ( linkld, fromNodeld, WAIT_TO LINK _FLAG) ;
veh = firstinWait() ;

}

Overall, what we actually do is the following:

e During the initialization of the simulation, we read all the plans into computer mem-
ory. During this reading process, we also sort them by starting time into the parking
gueue.

e During the simulation itself, in each time step and for each link we check if the first
vehicle in the parking queue is “due” for its entry into the traffic. If the answer is
yes, then the vehicle is moved to the waiting queue. This is repeated until no more
vehicles want to depart on this link in this time step.

e For all vehicles in the park queue, it is attempted to insert them into the traffic.

The meaning of wr i t eEvent will be explained later.

9.9 Plans following and vehicle arrival

During the traffic simulation, the turning direction corresponding to the route plan needs
to be found. That is, the random turning dynamics of Sec. 7.4 needs to be replaced by
something like

voi d Node::move ( ) {
/'l generate random sequence of inlinks as discussed earlier:
typedef mul ti map<doubl e, Li nk*> RndLi nks ;
RndLi nks rndLi nks ;
for ( VLinks::iterator |l=inLinks().begin(); Il!=inLinks().end(); ++1 ) {
Li nk* theLink = *I| ;
doubl e rnd = nyRand() ;
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rndLi nks.insert( make_pair( rnd, theLink ) ) ;

/1 go through that rnd sequence of inlinks and nove vehicles
/] across intersection if possible:
for ( RndLinks::iterator |I=rndLinks.begin(); Il!=rndLinks.end(); II
Li nk* inLink = Il->second ;
Veh* veh = inLink->firstOnLink() ; // NULL if none
if ( veh I'= NULL ) {
I d next Nodel d = veh->next Nodel D() ;
if ( nextNodeld>0 ) {
Li nk* theQutLink = findQutLink( nextNodeld ) ;
if ( theQutLink->hasSpace() ) {
i nLi nk->rnFi rst OnLi nk() ;
t heQut Li nk- >addToLi nk( veh ) ;
veh->i ncPl an() ;

}
} else { // end of plan
i nLi nk->r nFi rst OnLi nk() ;
Id arrival Linkld = veh->arrival Li nkld() ;
/1 WARNI NG one should check if the arrivalLink is
/1 connected to the current node!!
veh->writeEvent ( arrival Li nkld, inLink->toNode()->id(),
del ete veh ;

}

Note that the event uses the id of the arrival link, not the current link id.

Task 9.4 Run your simulation with the network from
http://ww. matsi morg/fil es/studies/corridor/network
and plans from
http://ww. matsi morg/fil es/studies/corridor/teach/O0. plans

Results should be submitted as T.veh and T.bin files taken every 60 seconds.
When does the last vehicle leave your simulation? (Answering this question is important
since it allows us to compare results.)

9.10 Computational Speed

Since in the application, many of the problems are fairly large, one needs to keep an
eye on computing speed. A useful measure for this are “vehicle updates per second”.
Let’s say that for a simulation with 10* vehicles and 10° time steps we need 10 seconds
of computing time. Then we have 10* x 10®° = 107 vehicle updates per 10 seconds, or
10° vehicle updates per second. This number is typical for a simple implementation on a
300 MHz CPU.

Under unix one obtains the computing speed for example via t i me (see man-page). My
personal result looks like

92. 88user 0.00system 1: 34.50el apsed 98%PU (Oavg. . .

We are most interested in “92.88user” (coresponding to 92.88 sec).

Transportation science sometimes does the “real time limit” (for our purposes = the num-
ber of vehicles with which the simulation runs as fast as reality).

All of these values depend on the vehicle density, which therefore always needs to be
given when giving computing speeds.

Task 9.5 How long does your simulation for the “corridor” network with 0.plans take to
run? Please also tell us your implementation (C++ or Java or ??). Do this once with
output and once with output switched off. What does this roughly correspond to in “vehicle
updates per second”. How did you obtain that number?
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9.11. Events output

9.11 Events output

Besides visualizer output, we need some output that is geared more towards the internal
functionality of the system. We call this “events output”. The name means that events
output is triggered by some event. Typical events are vehicle departure, vehicle arrival, or
link traversal.

Specifically, our events file consists of the following fields. From now on, we deviate from
Transims formats and use our own formats. The main reason is that the remaining files
are not very large and thus converting them when necessary seems justified. As argued
elsewhere, in the longer run these files should all be in XML format.

| Column | Header | type | explanation |

1 TIMESTEP int time step

2 VEHICLEID int vehicle id

3 LINK int Link ID

4 FROMNODE | int FromNode ID for link. Irrelevant for us since we
use uni-directional links

5 FLAG int 0: vehicle arrives at final destination
2: vehicle leaves a link to go across an inter-
section
4: vehicle moves from wait queue into traffic
5: vehicle enters a link coming from an inter-
section
6: vehicle is supposed to start

6 NOTES string | notes (leave empty, but separate by tab)

These events will be needed later when we introduce feedback and learning.

Task 9.6 Write code which writes all of the above events to file when they are encoun-
tered.
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Chapter 10

Modularization, inheritance,
templates, and code re-use

10.1 Introduction

As discussed in Chap. 2, transportation simulation packages consist of many modules.
So far, we have seen the traffic simulation and the visualizer. The next module will be
the router.

In contrast to the visualizer, our router will operate on a graph similar to the traffic si-
mulation. This means that it makes sense to re-use some of the traffic simulation code.
There are several options:

o If your are working as part of a team and your task is the router, then you can just
delete the pieces of code that are specific to the traffic simulation (example: the
cell structure of the links) and go from there.

o If you want one consistent piece of code but not many hassles in terms of software
design, then one option is to have the functionality for the simulation and for the
router combined in the same software. A link for example would keep the cell
structure, even when used by the router.

This is quite inefficient both in terms of performance and in terms of memory
usage, but our experience is that for the examples discussed in this text this is a
workable solution. In this case, you do not need to read this chapter.

e It is possible to separate the general purpose pieces of the network reading and
network construction from the simulation specific pieces.

It is the last point that will be discussed in this chapter.

10.2 Links, Simlinks, and Inheritance

It makes sense to separate the graph functionality that will be used by several modules
from the graph functionality that is used by a single module only. The mechanism to do
this is inheritance. For example

class Link {

private:
Idid_;
public:
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10.3. Templates

void set_id( Idval ) { id_=val ; }
Id id() { returnid_; }

private:
Len len_ ;
public:
void set_length( Len val ) { len_ = val ; }
Len length() { return len_ ;}
P
class SinLink : public Link {
private:
Cells cells_ ;
public:
void build() ;
voi d addVehToLi nk( Veh* veh ) ;
}

This means that SimLink can do everything that Link can do, plus additional things. For
example:

Link* Tink ;

Si nmLi nk* sinlink ;

cout << link->id() : // o. k.

cout << sinmLink->id() ; // o.k., sinmink is a link

link->build() ; // not o.k., link is not a sinlink
si nLi nk->build() ; // o.k.

The word public in class SimLink : public Link means that everything
that was public in Link will be available for SimLink. For the purposes of these
things, SimLink will behave exactly as Link.

This is the only type of inheritance that we will consider.

10.3 Templates

Inheritance, without additional measures, does not work for graph reading and graph
construction. It is not possible to do something like

class Node ; // forward declaration
class Link {

Nbde* toNode() { return toNode_ ; }
b
class Sinlink : Link {
—
int min () {
Si nLink* aSinLink = new SinLink( ... ) ;
Si mNode* aSi mNode = aSi ni nk->toNode() ; // does not work

because toNode () is of type Node™* instead of of type SimNode>*.

For C programmers and many other people, it will be clear that it is possible to work
around this problem: this is just about pointers, and it should be possible to cast pointers
to whatever one wants. In general, it is however an advantage that C++ enforces consis-
tency between pointer objects, and so one should not deliberately circumvent this type
checking.

A possibility to work around this is the use of templates.
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tenpl ate <cl ass Node> || <======
class Link {

Kbde* toNode() { return toNode_ ; }
Yo

éiéss SimMNode ; // forward declaration
class SinLink : Link<Si mNode> { // <======

Y
int main () {
Si nLink* aSinLink = new SinLink( ... ) ;

Si mNode* aSi nNode = aSi nLi nk->toNode() ; // works
}

In fact, not much seems to have changed. What is the difference?

Template classes are often described as “parameterized classes”. In fact, one could have
written

tenpl ate <cl ass XXnode> || <======
class Link {

XXNode* toNode() { return toNode : }
Yoo
where now the notation XXnode makes clear that the type of the node is left open.

Then, when later saying

cl ass Si mNode
class SinLink : Link<Si mNode> {

}o
then this means that SimLink inherits from Link while using SimNode everywhere
where XXnode is in the definition. In consequence,

aSi nLi nk- >t oNode() ;

now returns a pointer to SimNode.
Thus, a method to translate everything we have done so far into a more general network
construction is to write things like

L T T
tenpl ate <cl ass Node>
class Link {

P
tenpl ate <cl ass Li nk>
cl ass Node {
b _
tenpl ate <cl ass Node, cl ass Li nk>
class Net {
public:
typedef map<l|d, Node*> Nodes ;
Nodes nodes
voi d readNodes() {...} ;
}o
I

class SinNode ; // forward declaration
class SinLink : public Link<Si mNode> {

P
class SimNode : public Node< SinLink> {
P
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10.4. What belongs into the base class?

class Simwrld : public Net<Si mNode, Si nLi nk> {

int min () {
Simmorid simwrld :

5| ﬁWJrI d. readNodes() ;
si mAor | d. readLi nks() ;

In spite of the above explanation, for an inexperienced programmer the above is probably
too much of a change to be done in one step and it will be necessary to achieve some
familiarity with templates based on simpler programs before achieving this task. We
hope that the above notes can guide the necessary reading and experimentation when
templatization of the transportation simulation is the goal.

10.4 What belongs into the base class?

It is never simple to decide what belongs at what level of the hierarchy in inheritance. A
possibility is to have only the basic things for graph construction in the base class and
everything else in the derived class. This would mean to have ID, toNode, fromNode,
and possibly inLinks and outLinks in the base class and everything else in the derived
classes.

We do however think that it makes more sense to have everything that is in the nodes and
links data files in the base class. In that way, the programs for reading the network data
can be used by all modules without any changes, and the memory overhead is still not
too bad.
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Chapter 11

Route planner

11.1 Introduction

In Chap. 9 we have modified the traffic simulation in a way that each individual vehicle
follows precomputed plans. In this Chapter, we will discuss a simple method to generate
these route plans. For the sake of simplicity, we continue to only look at the car mode,
which describes 80 percent or more of all travel in most western cities. Routing for other
modes will be discussed in Sec. 20.

For each traveler, the input to the router consists of the following information:
e Trip Start Time.
e Trip Start Location. LinkID where the trip starts.
e Trip End Location. LinkID where the trip ends.

The output is a plans file, as specified in the previous section.

11.2 Fastest Path

The typical method to obtain routes is to calculate fastest paths. This is achieved via a
standard shortest path algorithm by using link travel time as link cost. These algorithms
typically go from node to node, which means that we have to translate our starting and
ending locations to the corresponding nodes. Such an algorithm (Dijkstra algorithm, see
e.g. ?) then can proceed as follows:

e Set arrTime at all nodes to infinity. Set i sDone of all nodes to false.

o Take the starting node from the trip. Make it the current node. Set its arrTime
to the trip starting time.

e “Node expansion:” Set isDone of the current node to true. Go through all
outgoing links from the current node. For each such link, calculate arrival time at
toNode as

tmpArrivalTime = now + outLinkTravelTime, (11.2)

where now is the arrTime at the current node.

If tmpArrivalTime is smaller than toNode’s current arrTime, then a faster
path to that node just has been found. In that case,
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11.3. Link travel times

— Set toNode’s arrTime time to tmpArrivalTime.
— Set a pointer at toNode pointing back to the current node.

e Out of all nodes where 1sDone is false, take the one with the minimum ar-
rTime. Do “node expansion” with this node.

o Eftc.

One can stop when the destination node is about to be expanded. Note that one cannot
stop when the end node is touched for the first time (i.e. when its time is set from infinity
to some finite value) since some better time can be found later. The full path can now
be found by taking the end node, and following the pointers back to the start node.

11.3 Link travel times

What is missing is the value of outLinkTravelTime. When no other information is
available, then we use

linkTravelTime = linkLength/linkFreeSpeed . (11.2)

For the CA traffic simulation, the free speed is one cell per time step, or 7.5 m/s.

Congestion will reduce the speeds on the links. This effect is included into the router in
Chap. 12.

Implementation

11.4 Library support for graph algorithms

There are libraries for graph algorithms, such as LEDA. In the past, they were never flexi-
ble enough to cover everything we want to do (e.g. time dependence). This will eventually
change, and there will be options to pass calls to arbitrary cost functions to a graph algo-
rithm. Once that works, writing router code will become considerably simpler.

11.5 General structure

The general structure of the router is as follows (not assuming the use of templates as
discussed in Chap. 10):

class Link ;
cl ass Node {

ciass Link {

}s

class Plan {

P

class RouteWrld {

private:
typedef map<l|d, Node*> Nodes ;
Nodes nodes ;
typedef map<ld, Li nk*> Links ;
Li nks links ;

public:
void findPath( Plan& ) ;

P
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11.6. Input file: Trips

int main() {
/1 instantiate routeWrld:
RouteWorl d routeWrld ;

/'l read the network:
rout eWor | d. readNodes()
rout eWsrl d. readLi nks() ;

/1 mein | oop:

Plan plan ;

while ( plan.readNextTrip()==0) {
routeWrl d. findPath( plan ) ;
plan.witePlan() ;

}

As discussed in Chap. 10, the node, link, and plan classes and methods can be taken
from previous chapters. Depending on the intention, one can just copy them into the route
code and comment out unneeded portions. Alternatively, one can put them into a separate
file and include them both into the simulation and into the router code. As discussed in
Chap. 10, the best solution would be to use inheritance, which however implies the use of
templates.

11.6 Input file: Trips

Transims does not have a trips file; indeed, the same information can be derived from
Transims activity files (see Sec. ??). Transims activity files contain much more information
than we need here, and they have been a continuous source of error and misunderstand-
ing. And as a final argument, we believe that the activities file should be an XML subset
of the plans file, as we will discuss in Sec. 24.3. For all those reasons, at this point we
deviate once more from Transims file formats and introduce our own file format for trips.

The format is as follows:

| Column | Header | type | explanation |
1 I D integer | ID number of traveller/vehicle
2 DEPTLI NK | integer | departure location (link ID)
3 ARRLI NK integer | arrival location (link ID)
4 TI ME integer | departure time of traveller/vehiclein “seconds
past midnight”
5 NOTES string notes (leave empty, but separate by tab)

This can be read in a similar way as a links or nodes file; and we will use the already
existing pl an class for storing the information. In consequence, reading the trips looks
as follows:

int Plan::readNextTrip () {

static ifstreaminFile ;

string asString ;

vector<string> tokens ;

static bool first=true ; if ( first ) {
first = false ;
/1 open file:
inFile. open( TRIPS FILE NAME ) ;
assert( inFile.is_open() ) ;
/1 deal with header I|ine:
getline( inFile, aString ) ;
tokeni ze( aString, tokens ) ;
assert( tokens[1]=="I1D" ;
assert( tokens[2] =="DEPTLI NK" ) ;
assert( tokens[3]=="ARRLINK" ) ;
assert( tokens[4]=="TIM" ) ;

/1 always check if file is still open:
assert( inFile.is_open() ) ;
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/1 main part:
while ( linFile.eof () ) {
getline( inFile, aString ) ;
if (laString.enpty() &% isdigit( aString[0] ) )
Il [[ skip lines with junk ]]

{
tokeni ze( aString, tokens ) ;
Id travlid ; convert( tokens[1], travid ) ;
Id startLinkld ; convert( tokens[2], startLinkld ) ;
Id endLinkld ; convert( tokens[3], endLinkld ) ;
Tine startTinme ; convert( tokens[4], startTinme ) ;
set _travld( travid ) ;
set_startLinkld( startLinkld ) ;
set _endLi nkl d( endLinkld ) ;
set_startTime( startTinme ) ;
set _nNodes( 0 ) ; // set nunmber of node tokens to zero
return O ;

}

}

return 1 ; // return 1 when eof is encountered

Note that the methods to set the plans variables were already defined in Sec. 9.5.

Task 11.1 Write a program that constructs the network, reads trips, and outputs them to
the screen. Trips are at

http://ww. matsimorg/fil es/studies/corridor/teach/0.trips .

11.7 FindPath and Dijkstra

Remember that before calling the Dijkstra algorithm, the starting/ending locations which
are on links need to be pushed forward/backward to the corresponding nodes. For us,
links are always uni-directional, so that the answer to this is unique. This can look as
follows:

int RouteWrld::FindPath ( Plan& plan ) {
Li nk* startLink = links[plan.startLinkld()] ;
assert( startLink != NULL ) ;
assert( startlLink->id()==plan.startLinkld() ) ;
Li nk* endLi nk = Iinks[pl an. endLi nkld()] ;
assert( endLink!= NULL ) ;
assert( endLi nk->i d()==pl an. endLi nkl d() ) ;
Node* startNode = startLink->toNode() ;
Node* endNode = endLi nk->fromNode() ;
Dij kstra( startNode, endNode, plan.startTinme() ) ;
Node* tnpNode = endNode ;

int cnt=0 ;
while ( tnpNode != NULL ) {
cnt ++

t npNode = t npNode->prev() ;

pl an. set _nNodes( cnt ) ;
t npNode = endNode ;

for ( int ii=plan.lastNodelndex(); ii>=plan.firstNodelndex() ; ii--) {
pl an. set _nodeTokens( ii, tnpNode->id() ) ;
t mpNode = t npNode- >prev() ;

}

return O ;

}

Note that this calls Di j kstra. The code after the Di j kstra call takes the Dijkstra
algorithm result and copies it into Pl an. Pl an. Set NNodes sets the number of nodes
the route traverses from the start link to the destination link. Pl an. Set NodeTokens sets
the corresponding tokens to the node IDs. An implementation for this was already given
earlier (Sec. 9.5).

Di j kst r a itself can look as follows. The precise meaning of nodeLi st will be described
afterwards; essentially, it is a container that contains all “pending” nodes. In Sec. 11.2
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this corresponds to the set of all nodes where i sDone is false but ar r Ti e is no longer
infinity.
int RouteWrld::Djkstra ( Node* startNode, Node* endNode, Tine startTime ) {
NodelLi st pendi ng ;
/1 general initialization:
for ( Nodes::iterator nn=nodes.begin(); nn!=nodes.end(); nn++ ) {
Node* t heNode=nn->second ;
t heNode- >unset _i sDone() ;
t heNode- >set _arrTime( I NFTY ) ;
t heNode- >set _prev( NULL ) ;

/1l initialize start node:
startNode->set_arrTime( startTime ) ;
pending.insert( make_pair( startTime, startNode ) ) ;
/1 Dijkstra | oop proper:
whi | e( pending.size() >0 ) {
Node* t heNode = pendi ng. begi n()->second ;
pendi ng. erase( pendi ng. begin() ) ;
if ( !'(theNode->isDone()) ) {
/'l (check this because we nmay have nodes nore than once in |list)
t heNode- >set _i sDone() ;
if ( theNode! =endNode ) {
t heNode- >expand( pending ) ;
} else {
return O ;
}

}

}
/'l should never get here:
assert (0==1) ;

}

The implementation for NodeLi st is again a multimap; the functioning of this was already
explained in the context of generating a random sequence of links, and in the context of
the vehicle wait queue. For the wait queue, the functionality is exactly the same has here:
We need to maintain a set of (key,pointer)-pairs such that it is possible to retrieve the
pointer which belongs to (one of) the smallest key(s).

One issue here is that, if a better Ar r Ti ne for a node is found, it should be moved within
the priority queue. This would necessitate to find that element within the queue. Another
option is to leave both entries in the queue, but add the | sDone flag to nodes. If a node
with | sDone is encountered, it is removed from the queue but ignored otherwise.

The expand() method is still missing. Here is a suggestion:

voi d Node: :expand ( RouteWrl d:: NodelLi st & pending ) {
Time now = arrTime_ ;

for ( VLinks::iterator |Il=outLinks().begin(); Il!=outLinks().end(); Il++ ) {
Link* link = *I1 ;
Node* next Node = |ink->toNode() ;
Time 1inkTTime = |ink->tTinme( now) ;

Tinme nextTime = now + |inkTTine ;

if ( nextTime < nextNode->arrTime() )
next Node- >set _arrTi ne( nextTine )
assert( !(nextNode->i sDone()) ) ;
next Node- >set _prev( this ) ;
pendi ng.insert( make_pair( nextTime, nextNode ) ) ;

¢

}
tTime( . ) isamethod of the Li nk class which returns the link travel time on that link
as a function of the entering time, in the code given by now. As discussed in Sec. 11.3, at
this point this should return the length of the link (in meters) divided by 7.5.
Task 11.2 Run FindPath on the first activity in

http://ww. matsimorg/fil es/studies/corridor/teach/0.trips

Which route is returned? Why?
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11.8 Plans output

Now the plan needs to be written to file. Since we have it already in a suitable internal

representation, that is easy now:
int Plan::witePlan () {
static ofstreamoutFile;
/1 open file if thisis the first call:
static int first=1; if ( first ) {
first =0 ;
out Fi | e. open( PLANS_FI LE_NAMNE) ;

/1 always check if file is really open:
assert( outFile.is_open() ) ;
/1 fixed length part

for (int ii=1; 1i<=18; ii++ ) {
outFile << fixTokens_[ii] ;
if (ii==6 || ii==11 || ii==14 || ii==17 || ii==18) {
outFile << endl ;
} else {

outFile << ' * ;

/1 variable |length part

for (int ii=1; ii<=fixTokens [18]; ii++ ) {
outFile << varTokens_[ii] << ' ' ;

}

/1 Add an enpty line:

outFile << endl << endl ;

return O ;

Task 11.3 Apply your router to
http://ww. matsimorg/files/studies/corridor/teach/0.trips

and generate the corresponding plans file in Transims format. Note that the result is not
similar to

http://ww. matsimorg/files/studies/corridor/teach/O0.plans .
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Chapter 12

Congestion-dependent router

12.1 Link travel times and congestion

So far, the router is not sensitive to congestion. In order to make the routes sensitive to
congestion, delays caused by congestion need to show up in the link travel times. This
can be achieved via getting the link travel times from a separate file. Links which are
congested will have link travel times which are longer than the free speed travel times.

In practice, we will achieve this via the events file. The events file, as discussed in
Sec. 9.11, contains for each vehicle the time when it enters and the time when it leaves
each link. We will aggregate this information as a function of the link entry times. The
procedure consists of the following steps:

e Conversion of events to link travel times. For each enter-link-event, the corre-
sponding leave-link-event is searched. As a result, one obtains for each link entry
time a corresponding link travel time.

e Aggregation. Link travel times are aggregated into time slices, of e.g. 15 min. For
this, the link travel times of all vehicles entering a link during a certain time slice
are averaged. For example, if there are vehicles entering at 9:03:22, 9:05:56, and
9:07:23, and their link travel times are 1 min, 2 min, and 3 min, then the average
link travel time for all vehicles entering between 9 and 9:14:59 will be 2 min.

This type of data aggregation is the simplest method possible and it has certain
drawbacks. This will be discussed in more detail in Sec. 19.1. [[check if done]]

Let us consider why this method works. The Dijkstra algorithm, as explained in Sec. 11.2,
proceeds by “expanding” a node when no faster path to that node can be found. For that
reason, the “current time” at that node, denoted by now, is the time-of-day when the
node is reached via the fastest path. It is therefore also the time-of-day then the outgoing
links from that node are entered.

Note: With time-dependence as explained above, it could happen that “waiting at a node”
yields a faster path. This can happen when the link travel time in the following time bin
is shorter than the link travel time in the current time bin plus the remaining time in
the current time bin. In such a situation, the above algorithm would not return the path
that is technically the fastest. In real traffic, however, this is rarely an issue: Links are
approximately FIFO (first-in first-out), which means that entering at a later time also
means leaving at a later time. In other words: If the time-dependent algorithm “thinks”
that waiting at a node would pay off, then this is normally an artifact of the routing
algorithm — more specifically, of the time aggregation — and not a feature of the traffic
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system. For those reasons, using the algorithm as described above will normally describe
plausible routes, even if they may not be the technically fastest.

Yet, there is at least one situation where indeed waiting at a node could pay off: Thisis if
links are opened at a certain time-of-day. We will not assume such complications here.

Implementation

12.2 Congestion dependency: Link travel times

We need to get the congestion information into the router. More specifically, we need that
the correct link travel time information is returned by | i nk- >t Ti ne( now) in Sec. 11.7.

As said above, the way we do this is by reading the events file, calculating each vehicle’s
link travel times, and then aggregating those times into the desired time bins. Here is a
suggestion of a method to do this; comments are added below.

class EnterEvent {

private:
Tine time_ ;
public:
void set_time( Time val ) { time_ = val ; }
Tinme time() { return time_ ; }
private:
Id linkld_ ;
public:

void set_linkld( Id val ) { linkld_ = val ; }
Id linkld() { return linkld_ ; }

private:
Id vehld_ ;
public:

void set_vehld( Id val ) { vehld_ = val ; }
Id vehld() { return vehld_ ; }

P
voi d RouteWrl d::readEvents () {
cout << "\ n### entering readEvents ..." << endl ;
int cnt=0 ;
/'l preprocessing (initialize Sumand Cnt):
for ( Links::iterator Il=links.begin(); Il!=links.end() ; ++l1 ) {
Li nk* link=l1->second ;

link->tTinelni() ;

/1 open file:

ifstreaminFile ; inFile.open(EVENTS_FI LE_NAMVE) ;

assert( inFile.is_open() ) ;

string aString ;

vector<string> tokens ;

/'l process header |ine:

getline( inFile, aString ) ; tokenize( aString, tokens ) ;
const int t_idx=1 ; assert( tokens[t_idx]=="TIMESTEP" ) ;
const int v_idx=2 ; assert( tokens[v_idx]=="VEH CLEID" ) ;
const int |_idx=3 ; assert( tokens[l_idx]=="LINK" ) ;

const int n_idx=4 ; assert( tokens[n_idx]=="FROWODE" ) ;
const int f_idx=5; assert( tokens[f_idx]=="FLAG ) ;
typedef map<ld, Enter Event*> EnterEvents ; EnterEvents enterEvents ;
/1 mein | oop:
while ( linFile.eof () ) {
getline( inFile, aString ) ;
if ('aString.enpty() & & isdigit( aString[0] )
/1l ( skip lines w junk (e.g. last line) )
t okeni ze( aString, tokens ) ;
Tine time ; convert( tokens[t_idx], time ) ;
Id vehld ; convert( tokens[v_idx], vehld ) ;
Id linkld ; convert( tokens[l_idx], linkld)
Id fromNodeld ; convert( tokens[n_idx], fromNodeld ) ;
int flag ; convert( tokens[f_idx], flag ) ;
if ( flag==ENTER_LI NK_FLAG ) {
Enter Event* enterEvent = new EnterEvent ;
enterEvent->set _tine( tine ) ;
enterEvent->set_|inkld( linkld ) ;

) |
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ent er Event - >set _vehl d( vehld ) ;

assert( enterEvents.count( vehld ) ==0) ;
ent er Event s[vehl d] = enterEvent
se if ( flag==LEAVE LI NK_FLAG )
Ent er Event* enterEvent = enterEvents[vehld]
assert( enterEvent != NULL ) ;

assert( enterEvent->linkld() == linkld ) ;
Link* link = links[ linkld ] ;

Tine ttime = time - enterEvent->tine() ;

I'i nk->addToSun{ enterEvent->tine(), ttinme )
cnt ++
ent er Event s. erase(vehl d) ;
del ete enter Event ;

1

} e

}

if ( enterEvents.size() !'=0)
cout << " severe warning: events map not enpty " << endl
}

cout << " nEvents: " << cnt << endl ;
cout << "### |eaving readEvents ..." << endl << endl

}

Comments:

e In the initialization, all sums and count variables are set to zero via
void Link::tTimelni () {
sum_.assign(nmaxBin_ + 1, 0);
cnt_.assign(nmaxBin_ + 1, 0);
}

sum and cnt _ are vectors (e.g. vect or <i nt > sumetc.). The assi gn(N, X)
command sets elements 0 to N- 1 of the vector to value X.

After that, the file is opened and the header line is read.

¢ Inthe main loop, the method goes through each line of the file, putsitinto aSt ri ng,
checks for garbage, reads the corresponding values for time, vehicle id, link id, from-
node id, and the event flag. If the event flag denotes an enter-link-event, then this
information is added to a map with the vehicle id as key. Note that for this the
vehicle id needs to be unique. If the event flag denots a leave-link-event, then the
corresponding enter-link-event is retreived, the link travel time is computed, and it
is added to the relevant time bin. The latter is achieved by

voi d Link::addToSum ( Time now, double sum) {
unsigned bin = tinmeToBin( now ) ;
assert( bin < sum.size() ) ;
sum[bin] += sum; cnt_[bin] ++ ;

This uses

int tinmeToBin ( Tine theTime ) {
return int( theTime/900 ) ;
}

The correct link travel time is now returned by
Tine Link::tTime ( Tinme now ) {
unsigned bin = timeToBin( now) ;
assert( bin < sum.size() ) ;
if (ent_[bin] >0) {
return Time( sum[bin]/cnt_[bin] ) ;
} else {
return Tine( |ength()/GBL_FREE_SPEED )
}

i

}

Note that this uses the free speed travel time if no events information is available. Here, we
use the global variable GBL_FREE_SPEED,; this could be replaced by link-dependent free
speeds in more sophisticated implementations. However, when doing this, one needs
to make sure that also the traffic simulation generates link-dependent free speeds. Our
simulation of Chap. 7 does not do this; improving this will be discussed in Chap. 17.
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Itis useful to note that all conversions from time-of-day to time-bins is done via the function
ti meToBi n. The inverse conversion (from time bins to time-of-day) is never needed. This
makes sure that if the router requests information for a certain time-of-day, it will always
receive the same time bin that a link entry event at the same time would have obtained.*

Clearly, the overall integration into the router has to look as follows:

int main() {
/1 instantiate routeWrld:
Rout eWorl d routeWrld ;
/'l read the network:
rout eWor | d. readNodes()
rout eWosrl d. readLi nks() ;

/'l read the events:
rout eWr | d. readEvents() ;

/1 main | oop:

Task 12.1 Write routines which read the events. Check if the processing of
http://ww. matsimorg/fil es/studies/corridor/teach/test.events

leads the link travel times would expect. (Which values would you expect?)

Task 12.2 Run FindPath together with

http://ww. matsi morg/files/studies/corridor/teach/test.events
on the first trip in

http://ww. matsimorg/fil es/studies/corridor/teach/0.trips
Which route is returned? Is this different from the route returned in Task 11.2? Why?
Task 12.3 Get the events file that was produced by running the traffic micro-simulation
on

http://ww. matsimorg/fil es/studies/corridor/teach/O0. plans
Read those events, and then apply your router to

http://ww. matsimorg/files/studies/corridor/teach/0.trips

Give the resulting routes file to the micro-simulation and have it executed. Does the result
make sense? Why or why not?

LEarlier versions, by Transims and also by ourselves, aggregated the event information into the time bins
either directly in the traffic simulation, or by some external module, and wrote the result into a file. The
typical information given in that file was a time, say “900 sec”, and a corresponding link travel time. In
implementations, there was then always confusion if this referred to a time bin going from 1 to 900, or to a time
bin going from 900 to 1799. The intention was the first, but unfortunately t i ne%900 (where %is the modulo
function) puts 0 to 899 into one time bin and 900 to 1799 into another one, resulting in many errors. Clearly,
this is a trivial problem, but one that continuously caused problems.
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Chapter 13

Feedback/System integration

13.1 Introduction

As explained in Chap. 2, “learning” or “adaptation” is an extremely important part of
transportation simulations packages. The idea is that if the execution of a plan differs
from what people had expected, then they will change their plans to adapt to what they
found. For example, if congestion lets them arrive late to work, they will leave home
earlier.

We will implement this in a very straightforward way: The traffic simulation will collect
link travel times, and the router will use them to generate better routes. This reflects
day-to-day learning, that is, travelers revise their decisions from one day to the next.
This is in contrast to within-day learning, which will be treated later.

We will also allow only 10% of the travelers to replan between any given two days, in
order to avoid over-reactions of the system. Such over-reactions could otherwise for
example happen if alternative A was slightly faster than another one in one iteration and
as a result all travelers would switch to link A, making it extremely congested. There are
other ways to deal with this problem, which will also be treated later in the class.

Fig. 13.1 gives information about the data flow through the different elements.

Implementation

13.2 Subset of trips file
You want the router to compute new routes only for 10% of the travelers. For this, you
need to generate a random sample of the trips file. Do the following:

e Write the trips file header.

e For each traveler in the trips file, decide if that traveler should be re-planned. If yes,
write the trip line into the new file.

Awk is a good language for parsing line-oriented files, which is why we introduce it here.

BEG N {
# print header line of trips file
print "1D" , "DEPTLINK" , "ARRLINK' , "TIME', "NOTES' ;

# Ski p header |ine and comments:
if (%1 =="#" || $1 == "ID" ) { next; }
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100%
plans traffic events

simulation

10%
(/ plans ~—_
10% of . 100% of
v trips trips
100%
new
plans

Figure 13.1: Data flow through the simple feedback mechanism of this chapter. Reading
the network files is not drawn. The thick lines are the ones which need to be done in this
Chapter.

# w proba 10% wite out the line again:
if (rand() <0.1) {
print $0 ;
}
}

If the above is called Sel ect Tri ps. awk, then is is called via
gawk -f SelectTrips.awk < O.trips > 1.trips

The code consists of three parts:

1. An optional “BEGIN” block. This is executed before anything is read.

2. A block without special identifier. For every line out of t est . event s, this block is
executed.

3. An optional “END” block. This is executed just before the program is exited.

See “man awk” for more information.

IMPORTANT: Make sure you use different random seeds every time you call this
module, otherwise the same 10% travelers get replanned over and over again.

In awk, “rand()” returns a random number. See “man awk”.

Task 13.1 Generate a set of 10% randomly selected trips. Use
http://ww. matsimorg/files/corridor/teach/0.trips

as input.

13.3 Calling the router

You should now be able to call the router. Make sure that the router really reads the files
(events, trips) that you provide. For this, it is recommended to re-do task 11.2 and check
if the router truly responds to the files you give to it.

Task 13.2 Generate a set of routes which have responded to congestion.
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13.4 Merging of the routes

Now you have two files with routes, one with the old routes for all travelers, and one with
the new routes for 10% of the travelers. We need to merge them.! For the merging, we
can assume that the plans are in order, since they are generated from the same trips file.
So you have to write code which does the following:
e Open both files, old.plans and new.plans.
e Read the first plan from each file.
¢ If they have the same traveler id, then
— discard the old plan and write the new plan into merged.plans.
— Read the next plan from each file, and continue.

If they do not have the same traveler id, then

- write the old plan into merged.plans.
- Read the next plan from old.plans, and continue.

Note that you could use ReadPlans and WritePlans from Secs 9.4 and 11.8. Awk does
not work so well here since the format is not line oriented.

13.5 Traffic simulation

Task 13.3 Now you should run the traffic simulation on the new plans set. Make sure
(e.g. in Vis) that some travelers really use new routes (0.plans has all traffic on the middle
road). This is called the 1st iteration. When does the last vehicle leave your simulation?

13.6 Iterations

Now we want to do systematic iterations. You should write a script which manages those
iterations. One option is perl; shell scripts work well, too. Also, some clever Makefile
writing is an option. The script does the following:

e Run the usim on a given plans file.

e Generate a random 10% trips file.

e Run the router on the 10% trips file using the events from the last simulation.

e Merge the plans.

e Run the usim again.

e Eftc.

Task 13.4 Do 50 iterations. Keep all information (routes, events, snapshot files) for every
10th iteration.

Keep events files for all iterations.
Compress (e.g. gzip) all output files.

Task 13.5 Plot the sum of all vehicle travel times as a function of the iteration number.
Note that you can derive this information from the events files.

IThis is truly awkward. In our research, we put the new plans into a data base, which keeps track of all
plans. Then we dump out the plans we want. That solution is much cleaner, but besides being more difficult to
implement, it is also slow, so it is not the final answer.
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Chapter 14

Activities planner: Adjust trip
starting times

14.1 Introduction

So far, we have a traffic micro-simulation module, and a routing module. The input to
all this, apart from the network information, are the trips. However, these trips need to
be generated somehow. As a first step towards this, we will consider the question of
departure time choice. Let us assume that people want to arrive at work at a particular
time. There is a penalty associated with being early (which consists of wasted time), and
a penalty associated with being late (which may consist of an angry employer). Also, the
travel time may vary depending on when one travels. The idea is that there is a trade-off
between these elements. For example, if the travel time is much shorter when traveling
early, people may accept being early in spite of the waste of time. This is in particular
true if one has a time window to start work, and the only argument against starting early
is that one has to get up early.

14.2 Utilities

14.2.1 Basic idea

These trade-offs are operationalized via giving utitilies to the different aspects of the
situation. The utilities in this chapter will be negative, which is why they are sometimes
called disutilities. Let us assume that we have the following utilities:

o The (dis)utility of the trip time, Uy, (T34 ). 1t depends on the trip time, T3,

o The (dis)utility of being early, Ueqriy (Teariy ). 1t depends on how early the traveler
is. If the traveler is late, this contribution is zero.

o The (dis)utility of being late, Uj,t.(Tate). 1t depends on how late the traveler is.
If the traveler is early, this contribution is zero.

Let us further assume that these utilities are additive (see Fig. 14.1):

Udep - Utrip(Ttrip) + Uearly (Tearly) + Ulate (ﬂate) . (141)
An example is:
0.4 0.25 1.5
ep = — o ditrip — —— Learly — = Llate - 14.2
Udep 60 sec " 60 sec W60 sec ( )
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arrival time
U_early
+U_late
U_trip
U_dep

Figure 14.1: Utility contributions

The results of this come out in arbitrary utility units, sometimes called “utils”.

14.2.2 Dependence on departure time
Fig. 14.1 gives the function of the different utilities as a function of the arrival time. For

the calculation that we will do later, we need them as a function of departure time. For
example, if ¢4, is the desired arrival time, then

Tearty(taep) = max (O, tdes — tm,,ly> = max (O, tdes — (tdep + Ttrip)> . (14.3)

Here, 7},;, again depends on ¢, and therefore

ﬂta'r'ly (tdep) = max <0 tdes — (tdep + Tz‘mip(tdep))) . (144)

As we will see later, we will essentially need a table of the values of T, as a function
of ¢4., Where t ., increases in 5-min time steps. Because of this simplification, the prob-
lem can be solved as a sequence of look-ups, resulting in a table similar to the following
(where t4.s = 8 : 00)

| tdep | Ttr’ip<tdep) | Te(zr’lg/<tdep) |

6:00 0:15 1:45
7:00 0:15 0:45
7:05 0:19 0:36
7:10 0:30 0:20
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14.3. Departure time selection

14.3 Departure time selection

In general, one would assume that travelers select the departure time with the largest
utility. Let us however assume that the above utility calculation is somewhat fuzzy, for
example because travelers do not know the different contributions exactly. Then, we want
that the probability to select a certain departure time grows with the respective utility.

A typical mathematical form to achieve this if one has to select between several different
options i is
pi o ePVi (14.5)

Since p; is a probability, this needs to be normalized, i.e. one wants . p; = 1, where
the sum goes over all possible options. This results in

eBUi

pi = W ) (14.6)
VA

where the sum in the denominator goes over all possible options including i.

Note that this mathematical form does exactly what we want: if U; is large, then option
1 has a high probability of being selected. The parameter 5 changes the randomness of
this choice.

e If 3 — 0, then the choice does not depend on the U;; in consequence, it is totally
random with equal weight on each option.

e Ifiin contrast 5 — oo, then the option with the highest utility will be selected with
probability one, and all others will never be selected.

One way to see this is the following. Assume that U,,... is the largest utility, and
let us assume that there is only one optimal choice (to simplify the argument). First
let us look at a non-optimal choice 4, i.e. U; < U,,4.- Then

eBUi eBUi

bi = BU 3(U,—U. < 30U, )
oPUmazx . eP\YUi— ‘ma.z:) ek Umax
e Zj e

(14.7)

since the sum is larger than one. (One of the contributions comes from U; = Us,a4,
and all other contributions are positive.) This can be rewritten as

BWUi=Unaz) B2 (14.8)

(because U; — Uz < 0).
Now let us look at the optimal choice &, i.e. U = U4 Then

B—o00 1

1
= — 14.9
B0 4 Z eBU;—Unmaz) 14+0° ( )

J#k

Pk

1
Z eBWUi=Unmaz)
J

because U; — Uypasr < 0 for j # k.

14.4 Operationalization

Departure time choice will be operationalized in the following way. We will take Eq. (14.2)
as an example, and set 3 = 1. Let us in addition decide that we look at 5min time bins,
and that we consider times only between 5am and 10am. Let us consider a traveler who
wants to arrive at ¢ ;...
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14.6. Origin-destination travel times

100%

) 100% of
plans traffic events
. : acts
simulation
acts
replanner 10% of

(dept time
choice)

acts

10%

plans
S newtrips

(10%)

100%
new
plans

Figure 14.2: Data flow for simple activities replanning.

This traveler would calculate, for all times between 5am and 10am in 5min time steps,
and for her/his desired arrival time ¢ ., the value f(t4e,) = eV(taer)  Shefhe would then
calculate the sum of all these values, . The probabilities would then come out as

p(tdep) — @ . (1410)

The traveler would then randomly select one of these departure time options according
to the weights given by Eq. (14.10).

The data flow for activities replanning is given in Fig. 14.2. Note that travelers with new
departure times also get new routes. At this point we do not perform separate re-routing
for travelers whose activities have not changed. [[This will be changed in Chap. ?2.]]

Implementation

14.5 Input data: Activities file

Demand for travel (= trips) is driven by activities taking place at different locations. We
encapsulate this fact into a simple activities file, as follows:

| Column | Header | type | explanation
1 TRAV_I D integer | ID number of traveller/vehicle
2 ACT_TYPE string type of the activity (“h” = home, “w” =
work)
3 LI NK integer | activity location (link ID)
4 DES_ARRTI ME | integer | desired arrival time at activity
5 NOTES string notes (optional)

An example is in

http://ww. matsi morg/files/studies/corridor/teach/0.acts .

For our work here, we will assume that activities always come in pairs, i.e. that each
individual in the simulation starts at one location (“at home”) and goes to another location
(“work™). We also assume that there is a desired arrival time for the work activity.

Task 14.1 Write a utility (e.g. using awk) that generates a new activity file which consists
of a randomly selected 10% of the input activity file. This will be needed later.
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14.7. Departure time choice

you assume that you have 7' time bins, R origins, and S destinations, then this results in
T x R x S entries.

Task 14.2 Write a script that averages OD travel times into 15-min time bins. Language
possibilities are awk or c++/java. As an end result, you should have, for all OD pairs, trip
time info for all 15-min time bins. Generate this information for the events file which was
obtained by running the traffic microsimulation on

http://ww. matsimorg/fil es/studies/corridor/teach/O0.plans .

Why does the result make sense (or not)?

Note that you have to invent some method to generate OD travel times for time bins for
which you have no information.

14.7 Departure time choice

Now the departure time needs to be chosen for each individual traveler. For this, it is
easiest to continue with the code written in Sec. 14.6 (Task 14.2). After retrieving the
travel time information from the events file, the code will start reading the 10% activities file
produced in Sec. 14.5. For each agent it will retreive a pair of activities. The desired arrival
time t,4.s comes from there as discussed above. For each activity pair in the activities file
do:

1. Retrieve or calculate, for each departure time ¢4, between 5am and 10am in 5min
steps, the following quantities:

o the trip time T},.p;

e the arrival time t,,,;

e the early time 7.1y = max|0, taes — tarr];
e the late time Tiq.c = max|0, tarr — tdes);

e the resulting utility

B 0.4 o 0.25 B 1.5
60 sec "™ 60 sec early 60 sec

(this is the same as Eq. (14.2));
e and the resulting non-normalized probability

U(I,e[) — j—‘[{“‘,ﬂ (1411)

m; = eVder (14.12)

2. Once you have done this for all time bins, sum up all the non-normalized probabili-
ties:
M= "m. (14.13)

Divide all non-normalized probabilities by this value:

pi = /11, (14.14)

3. Make a random draw between these probabilities (see below) and note the resulting
departure time.

4. Fuzzify the departure time by +150sec (2.5min) by something like
TDepl nSec = TDeplnSec - 150 + int( 300*MyRand() ) ;

5. Write out the corresponding trip.
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14.8. Feedback

All trips then need to be routed; this is done by applying the time-dependent router to the
trips file as before.

We need to make a random draw according to the probability weights. This is for example
done as follows. Assume that we have p[i], i=1..Ngiven, with the sum of these p|]
being one. Then do something like the following:

doubl e rnd = nyRand() ;
doubl e sum= 0. ;
int ii ;
for (11=1; ii<=N, ii++) {
sum += p[ii] ;
if ( sum>rnd ) break ;

/1 ii is the desired index.

Task 14.3 Take the events file from the 50th iteration of the corridor problem. Generate,
for travelers 1-250 in

http://ww. matsimorg/fil es/studies/corridor/teach/0.acts ,
the departure times (= new trips). Plot the resulting new departure time distribution (see

below). Does this correspond to your expectations? Why (or why not)?

Note: Departure time distribution means that on the x-axis you have the departure time,
and on the y-axis you have how many vehicles/travelers depart at that time. For this, you
again need to introduce time bins, for example 5 minutes wide.

14.8 Feedback

Task 14.4 Do 100 iterations. Make the following plots:
e Sum of all trip times as function of iteration number.
e Computing time
e veh.bin files for days 1, 10, 20, 100.
e Departure time distribution for days 1, 10, 20, 100.*
Is the final departure time distribution plausible? Why (or why not)?

Task 14.5 Question: Is is possible that everybody finds a departure time so that she/he
arrives exactly at her/his desired arrival time?

1We are looking for the departure time distribution of the whole population, not just of the replanned popu-
lation. This is best retrieved from the events file.
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Chapter 15

Do-it-yourself transportation
planning simulation: Summary

The previous chapters have led you through a do-it-yourself version of a transportation
planning simulation. Irrespective of the fact if you have really implemented all of it, or
just pieces, or none at all, several things should have become clear:

e Transportation simulations do not only consist of the traffic modules, where cars
and people move through the system, but also of strategic/tactical modules which
simulate the human decision-making that generate the traffic in the first place.

e Although a whole transportation simulation package is a complex software system,
programming a “lite” version that concentrates on the most important aspects is a
manageable task.

e Modern computer science tools, in particular object-oriented programming lan-
guages, are very helpful for programming these types of simulations. The chal-
lenge is to find a good balance between where these additional language features
really help and where they make things uncomprehensible to the uninitiated.

These past chapters have attempted to concentrate on the bare-boned essentials. Clearly,
what is essential and what not depends on one’s preferences and taste. The focus of
this text is on the multi-agent view, i.e. the fact that a transportation simulation can be
seen as a simulation of many intelligent, interacting agents. In consequence, we have
stressed that all individual travelers make their individual plans, and that these plans can
be revised in iterated simulations — in other words, the agents learn. The underlying
traffic simulation, a 1-lane cellular automata simulation, was designed such that it could
execute individual plans in a meaningful way, but it was not attempted to make that
simulation realistic.

The following chapters of this text will show how that simulation can be improved. Im-
provements are primarily into two directions: (i) more realism; (ii) truly agent-based
view. These aspects will be discussed in more detail in the introduction to Sec. ??.

[[following goes where??]]

o More realism. In particular the traffic simulation can be made much more realistic.
We will first show one version (the queue simulation) which is both more realistic
and computationally much faster; it however models traffic on a higher level of
abstraction which is sometimes more difficult to grasp. Higher levels of realism
are also introduced for the router (time dependence, other modes of transportation),
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and, to some extent, for activity generation. All these are researched intensely,
since multi-agent simulation has opened the way to new exciting possibilities.

e Truly agent-based view. The simulation described in the last chapters depends
on file-based interfaces, and these interfaces imply that the sequencing of the si-
mulation is organized around modules. In general, modules will run sequentially,
each module modifying some aspect of the system state that is displayed by the
collection of input and output files. One will however easily recognize that this or-
ganization of the simulation is not truly agent-based, that is, the agent is not truly
at the center. For example, programming an agent that uses mutation and crossover
to create new strategies from the ones it has already tried out is awkward with the
described framework.
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Chapter 16

File formats summary

16.1 Nodes file

| Column | Header | type | explanation
1 I D integer | Unique number of node
2 EASTI NG integer | Coordinate in x direction
3 NORTHI NG | integer | Coordinate iny direction
4 ELEVATION | integer | Coordinate in z direction. Ignore
5 NOTES string Optional notes. Ignore
16.2 Links file
| Column | Header | Type | Explanation
1 I D integer Unique ID number
2 NAME string Name of the link, e.g. the street name.
Ignore
3 NODEA integer Node ID at one end of link
4 NODEB integer Node ID at other end of link
5 PERMLANESA | integer Number of lanes towards A. Ignore
6 PERMLANESB | integer Number of lanes towards B. Ignore
7 LEFTPCKTSA | integer Number of left pocket lanes towards A.
Ignore
8 LEFTPCKTSB | integer Number of left pocket lanes towards B.
Ignore
9 RGHTPCKTSA | integer Number of right pocket lanes towards
A. Ignore
10 RGHTPCKTSB | integer Number of right pocket lanes towards
B. Ignore
11 TWOWAYTURN | boolean Whether there is a two-way link for
left turns in the middle of the road (an
American specialty). Ignore
12 LENGTH positive float | Length of link in meters
13 GRADE float Grade (= slope) of link. Ignore
14 SETBACKA positive float | Setback distance (in meters) from the
center of the intersection at node A. Ig-
nore
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16.3. Snapshot file (visualizer output)

15 SETBACKB positive float | Setback distance (in meters) from the
center of the intersection at node B. Ig-
nore

16 CAPACITYA | positive float | Capacity of link towards A in vehicles
per hour. Ignore (but see Sec. 18)

17 CAPACITYB positive float | Capacity of link towards B in vehicles
per hour. Ignore (but see Sec. 18)

18 SPEEDLMTA | positive float | Speed limit, in meters per second, to-
wards A. Ignore (but see Secs. 17 and
18)

19 SPEEDLMTB positive float | Speed limit, in meters per second, to-
wards B. Ignore (but see Secs. 17 and
18)

20 FREESPDA positive float | Free speed, in meters per second, to-
wards A. Ignore (but see Secs. 17 and
18)

21 FREESPDB positive float | Free speed, in meters per second, to-
wards B. Ignore (but see Secs. 17 and
18)

22 FUNCTCLASS | keyword Functional class of link. Ignore

23 THRUA integer ID of outgoing link across A which de-
notes “through” direction. Can be used
for data compression. Ignore

24 THRUB integer ID of outgoing link across B which de-
notes “through” direction. Can be used
for data compression. Ignore

25 COLOR integer Obsolete. Ignore

26 VEHICLE keywords Allowed modes on link. Ignore

27 NOTES string Avrbitrary notes. Ignore

16.3 Snapshot file (visualizer output)

| Column | Header | type | explanation
1 VEHI CLE integer | Vehicle ID
2 TI ME integer | Current time (in seconds past midnight)
3 LI NK integer | Link ID
4 NODE integer | FromNode ID (i.e. ID of node where the ve-
hicle is coming from)
5 LANE integer | Lane the vehicle is on
6 DI STANCE float Distance (in meters) the vehicle is away
from the node
7 VELOCITY float Vehicle speed (in meters per second)
8 VEHTYPE integer | Vehicle type. “1” = car.
9 ACCELER float Vehicle acceleration (in m/s per second)
10 DRIVER integer | Driver ID
11 PASSENGERS | integer | Number of passengers in vehicle
12 EASTI NG float Position of vehicle in x direction
13 NORTHI NG float Position of vehicle in'y direction
14 ELEVATION | float Position of vehicle in z direction
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16.5. Events file

15 AZI MUTH float Vehicle’s orientation (degrees from east in
counterclockwise direction)
16 USER integer | User-defined data field
16.4 Plans file

Fixed length part:

| Number | explanation

1 Traveler (Person) ID

2 User field. Irrelevant for us

3 Trip ID. Irrelevant for us

4 Leg ID. Irrelevant for us

5 FirstLegFlag. Irrelevant for us

6 LastLegFlag. Irrelevant for us

7 StartTime

8 StartLocation. = StartLink for us

9 Type of StartLocation. Irrelevant for us
10 EndLocation. Irrelevant for us

11 Type of EndLocation. Irrelevant for us
12 Duration. Irrelevant for us

13 Stop Time. Irrelevant for us

14 MaxTimeFlag. Irrelevant for us

15 Driver Flag. Irrelevant for us

16 Mode. Should always be 0

17 Vehicle Type. Irrelevant for us

18 Number of additional tokens (variable length part)

Variable length part:

| number | explanation

1 Vehicle ID. Ignore
2 Number of Passengers. Needs to be zero (because the meaning of the fol-
lowing data depends on this).
3 Node 1
4 Node 2
5 etc.
16.5 Events file
| Column | Header type | explanation
1 TIMESTEP int time step
2 VEHICLEID | int vehicle id
3 LINK int Link ID
4 FROMNODE | int FromNode ID for link. Irrelevant for us since
we use uni-directional links
5 FLAG int 0: vehicle arrives at final destination
2: vehicle leaves a link to go across an inter-
section
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16.7. Activities file

4: vehicle moves from wait queue into traffic
5: vehicle enters a link coming from an inter-
section

6: vehicle is supposed to start

6 NOTES string | notes (leave empty, but separate by tab)
16.6 Trips file
| Column | Header type | explanation
1 I D integer | 1D number of traveller/vehicle
2 DEPTLINK | integer | departure location (link 1D)
3 ARRLI NK integer | arrival location (link D)
4 TI ME integer | departure time of traveller/vehicle in *sec-
onds past midnight”
5 NOTES string notes (leave empty, but separate by tab)

16.7 Activities file

| Column | Header | type | explanation
1 TRAV.I D integer | 1D number of traveller/vehicle
2 ACT_TYPE string | type of the activity (“h” = home, “w” =
work)
3 LI NK integer | activity location (link ID)
4 DES_ARR.TI ME | integer | desired arrival time at activity
5 NOTES string notes (optional)
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Chapter 17

More realistic CA traffic
simulation logic

17.1 Introduction

The focus of this whole text is to emphasize the modular structure of transportation si-
mulation packages, and in particular that besides the movement of the cars through the
system considerable effort needs to be spent on modules which model human learning
and decision-making, and on mechanisms which couple those modules. In consequence,
we have started (in Chap. 7) with a simple micro-simulation which is able to support
our approach, which means that it has individual vehicles which follow individual plans.
However, the simple approach of Chap. 7 neither looks at correct vehicle speed not at
correct link flow capacities.

In this chapter, it will be discussed how the CA traffic simulation from Chap. 7 can be
made more realistic. In fact, this type of simulation is used in the Transims simulation
package for transportation planning. Ultimately, also the CA approach has its limits and
is better replaced by an approach where the spatial coordinates are continuous (Chap. ?7?).
The CA approach has however the advantage that its implementation is rather straight-
forward. This is due to the simple spatial structure, in which the existence of a vehicle
at a specific location can be checked via a simple direct lookup at the corresponding
cell. Techniques with continuous coordinates typcally store the position of the particle
together with the particle, i.e. not together with the spatial substrate, so that the existence
of vehicles at specific locations needs to me made computationally efficient via other
methods. These problems can be overcome, and the resulting models are as efficient as
CA models, but they represent some conceptual and programming overhead that needs
to be recognized.

17.2 The stochastic traffic cellular automaton (STCA)

The CA introduced in Chap. 7 can be made more general by allowing vehicles to travel
more than one cell per time step. Also, it makes the simulation more realistic and more
robust against artifacts if one introduces some randomness. Both are achieved with the
following update rules:

e Car-following rule:

Vsafe = IniIl{Ut +1, 9t Uma,w} . (171)
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17.2. The stochastic traffic cellular automaton (STCA)

g is the number of empty spaces to the car in front (“gap”); v.nq. 1S the maximum
velocity of the car under consideration.

e Randomization:

max{vs,re — 1,0}  with probability p,,
Uiyl = { x{Vsas ,0} p yp (17.2)
Usafe else
e Moving:
Te41 = Tt + Vg1 (17.3)

t and ¢ + 1 here refer to the actual time-steps of the simulation. The first rule describes
deterministic car-following: try to accelerate by one velocity unit except when the gap is
too small or when the maximum velocity is reached.

The second rule describes random noise: with probability p,,, a vehicle ends up being
slower than calculated deterministically. This parameter simultaneously models three
effects:

1. Speed fluctuations during free driving: Assume a vehicle with no other vehicles are
nearby. It will eventually have speed v;,,q; — 1 OF Vp,q.. In both cases, vy, e Will
be v,,q.. After the randomization, the speed will be at v,,,,,. — 1 with probability
pn, and at v, else. That is, the speed of a single undisturbed vehicle fluctuates
between v,,4. and v,,00 — 1.

2. Over-reactions at braking and car-following: Assume a vehicle with v,,,, that
approaches a slower vehicle from behind. Eventually, it will reach a gap ¢; <
Umaz — 1. Usare Will be equal to this g;, and v,; will either be equal to ¢, or
one smaller (without becoming negative). That is, with probability p,,, the braking
vehicle will not be at speed g but slower.

The argument for car following is similar: Assume a leading vehicle with speed
Viead < Umaz- The follower will attempt to follow with g, = v;..4 but in fact will
fluctuate around that speed.

3. Randomness during acceleration: Assume a single vehicle with speed zero. Instead
of acceleration 0 — 1 — 2 — 3 — ..., the acceleration will typically look like
0—-0—1—2—2—3— ... Note that the rules are such that the velocity
never decreases during acceleration.

Obviously, these effects overlap to a certain extent; for example, if g; = v,,,4.. One cannot
say if p,, refers to car following or to driving at free speed.

A translation into real-world units can be obtained as follows: The length ¢ of a cell is
given by the average space a car occupies in a jam, since under jammed conditions each
cell is filled by one car. Thus, ¢ = 1/pjam ~ 7.5 m. A simulation time step typically
corresponds to one second in reality, and the order of magnitude of this can be justified
by reaction time arguments (Sec. 27.4.1). One of the side-effects of this convention is
that space can be measured in “cells” and time in “time steps”, and usually these units are
assumed implicitly and thus left out of the equations. A speed of, say, v = 5, means that
the vehicle travels five cells per time step, or 37.5 m/s, or 135 km/h, or approx. 85 mph.

Py is Often set to 1/2 for theoretical work, while for realistic traffic modelling p,, = 0.2
is a better choice.

[[would be possible to show this in validation (more fdiags, as function of params)]]
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17.3. Some validation of the STCA

17.3 Some validation of the STCA

Despite somewhat unrealistic features on the level of individual vehicles, these models
describe aspects of the macroscopic behavior correctly. If we assume the values given
above, i.e. a cell size of / = 7.5 m and a time step of At = 1 sec, then speeds are
given in multiples of 7.5 m/sec = 27 km/h = 16.875 mph. More correctly, average
free speed is given by (1 — ppoise) Vmaz- WIith proise = 0.2, one obtains the following
possible average link speeds:

| Umaz | Umaz — Pnoise | m/sec | km/h | mph |
1 0.8 6.0 21.6 | 13.500
2 1.8 135 48.6 | 30.375
3 2.8 21.0 75.6 | 47.250
4 3.8 28.5 | 1026 | 64.125
5 4.8 36.0 | 129.6 | 81.000
6 5.8 435 | 156.6 | 97.875
7 6.8 51.0 | 183.6 | 114.750

Since drivers typically do not observe speed limits exactly, it is uncritical that these
speeds do not correspond to any “round” numbers. Also, there is enough flexibility to
model differences between, e.g., residential streets, urban arterials, freeways with speed
limits, and freeways without speed limits. There is however not enough resolution to
model, say, the difference between a speed limit of 60 vs. 65 mph. If such differences are
of interest, a different model needs to be selected.

A typical measurement for real-world traffic is the flow-density fundamental diagram.
For this, one measures flow and density at a fixed location over fixed periods of time,
for example over 5 minutes. The resulting data is plotted with density on the x-axis and
flow on the y-axis (see Fig. 17.1). There are some subtleties involved with measuring
fundamental diagrams, which are discussed in Sec. 27.2. For the purposes of this section,
let us assume that the two quantities are measured in the CA as follows:

e Flow: Count the number of vehicles, V,, that cross a given location during time

T. Flow ¢ is given as
N,
qr = _T" ) (17.4)

e Density: Assume a “measurement area” which spreads across v, contiguous
cells. Sum up the number of vehicles on the measurement area over 7' time steps.
This includes that a vehicle that spends more than one time step on the measure-
ment area is counted several times. If this number is V,,, then density is given
as N

14
pr = :
T rU’HL axr
Note that using v,,,.. cells makes sure that every vehicle is counted at least once.
The result is the density in “number of vehicles per cell”, corresponding to “num-

ber of vehicles per 7.5 meters”. Multiplying by 1000/7.5 converts this into “num-
ber of vehicles per kilometer”.

(17.5)

Flow-density fundamental diagrams, as in Fig. 17.1, start at zero flow when the density
is zero (no cars on the road), and eventually come back to zero flow when the jam density
is reached. In between, they show a roughly tri-angular shape as can be seen in Fig. 17.1.
Theoretical discussions will be postponed until Chap. ??[[cha:traffic-flow-theory]], but
it is important to note that there is some value of maximum flow, about 2000 veh/h in
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17.4. Lane changing

Fundamental Diagram for 1-lane Circle simulation
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Figure 17.1: One-lane fundamental diagram as obtained with the standard cellular au-
tomata model for traffic using p,.0isc = 0.2. From (Nagel et al., 1997).

Fig. 17.1. For the STCA, this value depends mostly on p,,.is.: Larger p,.;s. leads to
smaller maximum flows. These maximum flow values, also called capacities, need to
come out approximately correctly if one wants a model that is useful for reality. 2000 ve-
hicles per hour and lane is a plausible value. Regional differences could be accomodated
by different values of p,,;s.; this could even be made a function of the link. One however
has to note that changes in p,,.;s. also change the average acceleration of vehicles, which
will, for example, change signal timing requirements or emissions. This is the reason
why the CA approach can only be seen as a first, relatively rough starting point for a
regional model. Once all other problems (such as demand generation) are sufficiently
solved, the CA driving logic should be replaced by a model with continuous coordinates
such as the ones discussed in Chap. ??[[maps]].

17.4 Lane changing

All lane changing rules, no matter if for CA or other models, follow a similar scheme
(e.g. Sparmann, 1978): In order to change lanes, drivers need an incentive, and the lane
change needs to be safe. An incentive can be that the other lane is faster, or that the
driver eventually needs to make a turn. Safety implies that one needs enough space on
the target lane. Thus, a simple lane changing condition can read as (Rickert et al., 1996a)
(Fig. 17.2):

(1) Incentive: min|[v + 1, vmaz, 9aPother] > minfv + 1, vaq, gapl, i.e. the gap on
the other lane is larger than the gap on the current lane, allowing a higher speed on
the other lane.

Bounding the comparison at min[v + 1, v,,4.,] Makes sure that only gaps sizes
which are relevant for the car’s current speed are considered.

(S) Safety: gapoinerpack > Vback, 1-€. the backwards gap on the other lane is large
enough that a vehicle approaching with vy, does not have to slow down imme-
diately.

Lane changing includes an additional sub-timestep, which is best exectued before the car
following step. The full sequence is:

1. Go through whole system and tag vehicles for lane change.

2. Go through whole system and execute lane changes for tagged vehicles (sideways
movement of vehicles).
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17.4. Lane changing
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Figure 17.2: Lane changing. A smalle “gap” will give an incentive to change lanes. The
lane change is actually executed if both “forward gap” and “backward gap” are large
enough.

3. Go through whole system and compute new velocities.

4. Go through whole system and execute forward movement of vehicles.

The separation of the lane change into a tagging and a movement step is useful to main-
tain the parallel update: Because of reaction delays, driver decisions should be based on
“old” information.

The above lane changing rules may have vehicles from both sides compete for the same
cell in a middle lane. This can be overcome by making lane changes to the right only
in even and lane changes to the left only in odd time steps. Another possible artifact are
long rows of vehicles synchronously oscillating between left and right lane. This can be
suppressed by executing the above lane changes with a probability smaller than one, for
example 0.99.

All this together is essentially the lane changing criterion currently used in the Transims
micro-simulation, and it seems to work reasonably well for U.S. traffic (Nagel et al.,
1997).

The above lane changing criterion is symmetric, since changing to the left happens ac-
cording to the same criterion as changing to the right. One result of this is that people
stay in the left lane until some incentive pushes them out of it, again not totally unrealistic
for traffic in the United States. For European (and other) countries, one has the constraint
that passing on the right is not allowed, at least not when traffic is not congested. There
are many ways to implement this. A fairly straightforward version is to change to the left
when either on the same lane or on the left lane a slower vehicle is present:

(I’.a) Incentive to go to left: “v > v, .OR. v > v;” , where v,. refers to the vehicle in
front on the same lane, and v; refers to the vehicle in front one lane to the left.

Since the lane changing is no longer symmetric, many plausible rules are possible to
trigger lane changes to the right. A good construction criterion for rules is to make lane
changes to the right based on the logical negation of lane changes to the left. This results
in

(I’.b) Incentive to go to right: “v < v, .AND. v < v;”. Note that now v; now refers to
the same lane, and v,. refers to the lane to the right.

This leaves as a free parameter the distance d how far vehicles look forward for vehicles
in the same and in the other lane. Larger d results in a stronger incentive to go to the left.

An important observation is that microscopic lane changing rules need not be realistic in
order to generate plausible macroscopic traffic. For example, all lane changes according
to the above rules happen in one simulation time step, which is usually one second,
whereas in reality this takes longer (3-5 seconds). Also, the above rules result in too
many lane changes when traffic on both lanes is similar — an effect that is annoying in
animations (see, for example, one of the Transims videos), but macroscopic relations
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Figure 17.3: Multi-lane fundamental diagrams. () STCA With v,,,,.. = 5, Proise = 0.25.
From Nagel et al. (1998). (b) Reality (Germany). From Wiedemann, published in Nagel
et al. (1998).

such as fundamental diagrams still come out correct (Rickert et al., 1996a; Nagel et al.,
1998).

As noted above, the incentive to change lanes could also come from an intended turn
movement at the end of the link, and one can partially over-ride the safety criterion with
increasing urgency of the incentive criterion.

17.5 Validation of lane changing rules

The most important issue for lane changing is that the fundamental diagram should re-
main plausible, i.e. with a maximum flow of about 2000 veh per hour and lane. This is
indeed the case both with the above symmetric and the above asymmetric lane changing
rules. A fundamental diagram for a simulation with asymmetric rules is in Fig. 17.5;
compare this to a fundamental diagram from (German) reality in Fig. 17.5.

Another quantity of interest is the fraction of vehicles in each lane. For the symmetric
rules and 2-lane traffic, this should always be at 50%. For the assymmetric lane changing
rule introduced above, lane usage is plotted in Fig. 17.5, which was obtained with a
look-ahead distance of d = 16 cells. Fig. 17.5 shows a plot of the same quantities from
(German) reality. Additional rules, which can bring the simulations even closer to reality,
are discussed by Nagel et al. (1998).

Another validation of lane changing rules concerns vehicles that change lanes in order to
be in the correct lane for a turn. Two important questions here are how many vehicles
do not reach their desired lane, and how much the lane changing disturbs the throughput.
The first question is more critical under congested conditions, and one needs a set-up
where the intersection capacity is smaller than the link capacity, caused for example by
traffic lights. The second question is most critical near maximum flow; for example, one
could test if at a traffic light just turned green, outflow is reduced when there is a lot of
last-second lane changing.

17.6 Traffic signals

We now turn to intersections, where links, with car following and lane changing dynam-
ics, are connected. The easiest case are fully signalized intersections since the signal
(assuming it is working correctly) is taking care of avoiding crashes. The dynamics re-
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Figure 17.4: Asymmetric lane usage. (a) Simulation. (b) Reality (Germany). [[from
wiedemann, published in ...]]
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Figure 17.5: Number of vehicles going through the intersection per green phase, re-scaled to hourly flow
rates per lane.

sulting from a red light can be generated by placing a virtual car with speed zero into the
last spot on the link, and removing this car once lights turn green.

17.7 Validation of traffic signal rules

The most important quantity for traffic lights is the time headway between vehicles when
the traffic light turns green. As a rough estimate, one can take the above-mentioned value
of 2000 vehicles per hour and convert it into time headways, resulting in 3600/2000 =
1.8 seconds per vehicle. More exact values need to be taken from local field data.

There is discussion if maximal flow on a freeway can be larger than the outflow from a
queue, such as at a traffic light. For the STCA model that we are using so far, this issue
is not critical; for other car following models it may play a role. More discussion of this
is in Chap. 27.

17.8 Unprotected turns

Somewhat more difficult are unprotected turns, i.e. turns that are not regulated by traf-
fic signals and where vehicles need to merge on their own without accidents. Typical
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Figure 17.6: Illustration of gap acceptance for a left turn against oncoming traffic.
From Nagel et al. (1997).

examples of this are yield, stop, “right on red”, left turns against oncoming traffic, and
on-ramps to freeways. The mechanism here is again a “gap acceptance” similar to the
safety criterion (S) for lane changes (Fig. 17.6). That is, the vehicle on the incoming road
moves into the major road if the gap there is big enough. This gap stretches upstream,
since the incoming driver does not want the car upstream on the major road to crash
into him/herself. The standard reference for highway engineers, the Highway Capacity
Manual (Transportation Research Board, 1994a) states that drivers accept gaps that cor-
respond to time headways of approximately 5 seconds or more, which means that the
spatial gap needs to be proportional to the speed of the oncoming car (Fig. 17.6). In our
standard CA implementation, this would mean that the accepted gap would have to be at
least five times the oncoming vehicle’s velocity. When implementing this rule, it turns
out that a factor of three instead of five gives much more realistic flow rates (Nagel et al.,
1997). It is not totally clear why this is the case.

[[say something about merges/weaving. integration refs?]]

17.9 Validation of rules for unprotected turns

The typical measurement for unprotected turns is the maximum incoming flow rate as a
function of the flow on the priority street. Such plots look like those in Fig. 32.6 with
flow on the minor road (y-axis) as function of flow on the major road (x-axis). For
interpretation, best start in the top left corner. Since there is no flow on the major road,
flow from the minor road can enter at a high rate. With increasing flow on the major
road, flow from the minor road is reduced. When the major road reaches capacity, the
flow from the minor road is nearly zero. When the density on the major road goes above
the maximum-flow density, then the flow on the major road is again reduced, but this time
by congestion. In Fig. 17.9, vehicles from the minor road still have a hard time entering.
In contrast, the gap acceptance rule from Fig. 17.9 allows vehicles from the minor road to
enter into the major road under congested conditions, effectively modelling a “zipping”
effect.

Two important messages are:
o Seemingly small changes, such as the change of gap acceptance from “>" to “>”,

can have large consequences. Such small changes can also easily be caused by the
actual implementation of the rules. For example, in the Transims micro-simulation
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Figure 17.7: Two different rules for the case of a 1-lane minor road controlled by a
yield sign merging into a 1-lane major road. (a) Acceptance rule “accept if gap > 3 -
Voncoming - Umaz = 3. (D) Acceptance rule “accept if gap > 3 - Voncoming”. NOte
that this seemingly small difference has a strong effect on throughput in the congested
situation. (a) models that vehicles from the minor road cannot enter the major road once
the major road is congested; (b) essentially models a “zipping” behavior, i.e. that vehicles
from the major and the minor road alternate once the major road is congested.

traffic on the major street reserves cells on the outgoing link, even if in the end the
vehicle does not claim it. This clearly reduces opportunities for vehicles from the
minor road.

o Further details need to be taken from local conditions. For example, the flow from
the minor into the major road when there is no traffic on the major road depends
on speed limits and intersection layout, such as the curvature of the turn. This
situation will rarely occur in reality, since if there is traffic on the minor road, there
is usually also traffic on the major road. Exceptions are situations such as the end
of soccer games or evacuation scenarios.

Similarly, there are differences between yield and stop, and if the traffic from the
minor street merges with the traffic from the major street, or crosses. Again, al-
though the tendency of these changes are clear, exact flow values need to be taken
from local conditions.

17.10 Discussion

In this chapter, we have further discussed improvements to the CA traffic simulation. It
turns out that, for car traffic, such models consist of only four aspects:

o Car following
e Lane changing
e Protected turns

e Unprotected turns

Once these four aspects are implemented in a reasonable way, one has a basic model.
From here on, considerable work is necessary to calibrate and validate individual details.
In particular, lane changing needs to include lane changing to reach a particular lane for
a turn, and lange changing on merge/acceleration lanes.
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Figure 17.8: Lane connectivities across intersections. This information is needed for
realistic multi-lane simulations.

A problem with such a microsimulation approach is that the necessary input data is often
not available. For example, as a minimum one needs lane connectivities (which incoming
lanes are connected to which outgoing lanes, Fig. 17.8), and signal plans. Furthermore,
although it is an advantage that such simulations generate link capacity instead of taking
it as input data, considerable adjustments need to be done. For example, the Gotthard
tunnel, as a 1-lane road without traffic light, should have a capacity of 2000 vehs/hour.
According to the local police, however, the capacity not more than half of that. The
reason, presumably, is that the tunnel entrance has a strong uphill slope, and acceleration
of vehicles is less than normal.
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Chapter 18

The queue model for traffic
dynamics

18.1 Introduction

In Chap. 7 we have introduced a simple cellular automata micro-simulation. The reason
to chose that particular modelling technique was that it is conceptually simple, relatively
easy to implement, somewhat realistic, and it fulfilled the functionality that was needed
at that point in the project. In this chapter, an alternative will be presented, the so-called
queue model (Gawron, 1998a). For experts: The queue model is essentially a standard
queueing model, but with storage constraints added. Storage constraints mean that links
can be full, which causes spillback across intersections.

The queue model is in our view the simplest dynamic model that is somewhat useful
for real world predictions (see Chap. ??). Despite some obvious shortcomings in the
description of the dynamics (see Chap. ??) in particular with respect to traffic jam wave
backpropagation, we are not aware of any empirical evidence showing that more sophis-
ticated models are truly better with respect to their predictive power. However, the path
to more realistic simulations does not go via the queue model, but is a continuation of the
explicit spatial methods, such as the CA. Making those methods, possibly on continuous
rather than cellular space, useful for the real world (Chap. 17) is considerably more work
than making the queue model useful for the real world. In consequence, if one intends to
use the methods presented in this text for real world applications, one needs to carefully
weigh advantages and disadvantages: The queue model of this Chapter is the fastest path
to some usefulness, but is eventually limited; the CA model of Chaps. 7 and 17 (or non-
cell based variants of this) are considerably more work but ultimately more realistic and
more flexible.

18.2 General

From our general framework, we have the following requirements to a traffic simulation:

e \ehicles need to be able to follow plans. This implies that the simulation needs
to be dynamic (i.e. time-dependent), and that some notion of individual vehicles
needs to be present in the simulation.

e The simulation needs to be reasonably fast. A computational speed of at least
100 times faster than real time (i.e. simulating 24 hours of traffic in 0.24 hours of
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18.2. General

computing time) is desirable in order to obtain bearable waiting times for the feed-
back/learning. This computing speed can be achieved by selecting small scenarios,
by using simple models, or by parallel computing. This text concentrates on the
last two aspects.

The important numbers characterizing a road from the perspective of transportation plan-
ning are:

e Free speed. This is the speed that vehicles drive on a link when no other con-
straints are present.

e Flow capacity. This is the maximum number of vehicles per time unit that can
move over a link when no other constraints are present. In city traffic, the flow
capacity is often determined by a traffic light at the end.

e Storage constraint. This is the maximum number of vehicles that can be on a link
under jammed conditions.

The first two numbers are also used in all traditional transportation planning software
(based on static assignment, see Chap. 28) and are therefore typically available with
standard data files for transportation planning. The third number is necessary when a link
is full and no more vehicles can enter, causing spillback. Without the storage constraint,
flow demand above the flow capacity would allow an unlimited number of vehicles on
the link, which is clearly not realistic.

The queue model bases its dynamics on free speed, flow capacity, and storage con-
straint only. Typical input data are, for each link «, the attributes free flow veloc-
ity vo.4, length L, capacity C, and number of lanes n;,,cs... Free flow travel time
is calculated by Ty, = L,/vo.. The storage constraint of a link is calculated as
Niites,a = La - Nianes,a /¢, Where £ is the space a single vehicle in the average occu-
pies in a jam, which is the inverse of the jam density. One can use ¢ = 7.5 m, as for the
CA technique.

The arguably simplest intersection logic (Gawron, 1998b) is that all links are processed
in arbitrary but fixed sequence, and a vehicle is moved to the next link if (1) it has arrived
at the end of the link, (2) it can be moved according to capacity, and (3) there is space
on the destination link (see Algorithm A in Fig. 18.1). More formally, the following
happens:

e Free speed: A vehicle that enters link a at time ¢, cannot leave the link before
time to + 1),q, Where T}, is the free speed link travel time as explained above.

e Flow capacity: The condition “vehicle can be moved according to capacity” is
determined as

N <int(C,) or (N =nt(Cy) and rnd < f"r(Ca)> (18.1)

where int(C,) is the integer part of the capacity of the link (in vehicles per time
step), fr(C,,) is the fractional part of the capacity of the link, and NV is the number
of the vehicles which already left the same link in the same time step. rnd is a
random number such that 0 < rnd < 1. What it is meant by this formula is that
the vehicles can leave the link if leaving capacity of the link has not been exceeded
yet in this time step. If the capacity per time step is non-integer, then we move the
last vehicle with a probability which is equal to the non-integer part of the capacity
per time step.

e “Space on destination link™: If the destination link is full, the vehicle will not
move across the intersection.
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18.3 Fair intersections

The queue model has the same problem as our simple CA model with respect to “fair”
intersections (cf. Sec. 7.5). That problem is that the queue model dynamics as described
so far goes through the links in a fixed order, meaning that some links always have the
priority, and these may not be the links that should have the priority.*

A somewhat better way is to process the links in random order. We have already seen in
Sec. 7.5 how to do this. Eventually however, one needs to introduce a proper intersection
dynamics. A clean way to do this is the following:

1. Move to a parallel update. In a parallel update, all links are processed simulta-
neously. This means that all rules in order to move a configuration from time ¢ to
time ¢ + 1 can only depend on information from time ¢.

For the queue model, this is achieved by remembering the number of empty cells
on a link from time ¢. That is, if a link is full at time ¢, then no vehicles can enter
during the update from ¢ to ¢ + 1, even if the link opens up during that time step.

A parallel update is also important in anticipation of parallel computing (Chap. 25).

2. Separate link dynamics from intersection dynamics.

For the link dynamics, we introduce an additional buffer at the end of the link, as
in Fig. 18.2. The size of the buffer is [C, ], i.e. the smallest integer that is larger
or equal to the capacity in “vehicles per time step”. \Vehicles are moved from the
link proper into the buffer if the travel time constraint and the capacity constraint
are fulfilled, and if the buffer has empty space. That is, this is exactly the same
dynamics as before, except that we move vehicles into the buffer instead of across
the intersection. — This update is done by iterating over all links.

For the intersection dynamics, an additional loop is introduced, which is over all
nodes. Here, vehicles are moved from the (incoming) buffers to the outgoing links.
Neither travel time nor capacity constraints need to be considered here because
they were already treated before.

This approach is borrowed from lattice gas automata, where particle movements
are also separated into a “propagate” and a “scatter” step (Frisch et al., 1986).

When looking to our framework from Sec. 7.7, one notices that we have already the
provisions for separating link dynamics from intersection dynamics: there are already
two loops, one going over all links and the other over all nodes/intersections.

Regarding the intersection dynamics for the queue model, many solutions are possible.
For example, it is possible to go through the incoming links in random order weighted
by capacity, thus giving a higher priority to links with high capacity. Again, there are
several ways to do this, for example to re-select the link for each vehicle to move until all
moves are exhausted, or to process one link until its moves are exhausted and only then
move to the next link. Although none of these are difficult to implement, there are subtle
differences between them when used for complicated intersections. A possible algorithm
is given as Algorithm B in Fig. 18.3.

INote that the winning links are not the ones that come first, but the ones that come first after the outgoing
link was treated. For example, assume a configuration where links 1 and 3 are incoming into link 2, and assume
that they are processed in sequence 1, 2, 3. [[fig?]] Also assume that under congested conditions initially all
links are completely full. Then link 1 is processed first, but link 2 is full, so no vehicle can move. Then link 2
is processed, and some vehicles move out, opening up some space. Finally, link 3 is processed, and since there
is some space on link 2, some vehicles can move.
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18.4. Limitations of the queue model

for all links do
while vehicle has arrived at end of link
AND vehicle can be moved according to capacity
AND there is space on destination link do
move vehicle to next link
end while
end for

Figure 18.1: Algorithm A — Arguably simplest intersection algorithm

move according move according
to capacity to space availability

Figure 18.2: The separation of flow capacity from intersection dynamics.

18.4 Limitations of the queue model

In the introduction to this chapter, it was pointed out that the queue simulation is eventu-
ally limited in terms of its realism. In this section, these limitations will be discussed.

A first limitation concerns the dynamics of traffic jams. In the queue model, when a ve-
hicle leaves a link, that free spot becomes available for entering vehicles very quickly: In
Algorithm A, it becomes available immediately; in Algorithm B, it is somewhat delayed
by the buffer dynamics and the parallel update. In both cases, however, the time that it
takes until it becomes available for entering vehicles does not depend on the link length.
This is in stark contrast to reality, where such “holes” travel with a finite speed of approx-
imately 15 km/h. The reason for the real-world behavior becomes immediately obvious
if one looks at the corresponding dynamics in the CA, where a hole in a completely dense
jam is slowly passed on against the traffic direction by at most one vehicle movement in
each time step; this is discussed in more detail in Chap. 27.

This limited realism in terms of traffic jam dynamics shows up when solid jams in the
queue model, for example caused by an accident, are dissolved: Instead of being dis-
solved at the downstream end only, such jams in the queue model are dissolved quasi-
simultaneously along the whole length. [[fig portland]] It seems however that this prob-
lem can be resolved via additional rules, such as a limitation on the “speed of holes”
(?).

Other limitations are concerned with the limited vehicular and spatial resolution:

e Interaction between slow and fast vehicles. On multi-lane roads, fast cars can
pass slow cars as long as traffic is light. Only when traffic becomes denser, then fast
cars are caught between slow cars. In the queue simulation, all cars are assumed
to drive with the same speed.

e Interaction between different vehicle types. Examples for this are interactions
between pedestrians and cars, bicycles and cars, or between buses/light rail and
cars.

e Signal phases. Diligent signal phasing can make an enormous difference to an
intersection capacity. This cannot be captured by simple intersection capacities,
since it depends on how traffic streams and signal phases work together.
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18.4. Limitations of the queue model

Il PROPAGATE VEHICLES ALONG LINKS:
for all links do
while vehicle has arrived at end of link
AND vehicle can be moved according to capacity
AND there is space in the buffer (see Fig below) do
move vehicle from link to buffer
end while
end for

Il MOVE VEHICLES ACROSS INTERSECTIONS:

for all nodes do
Mark all links that are incoming to this node
while there are marked links do

Select a marked link randomly proportional to capacity

Un-mark link

while there are vehicles in the buffer of that link do

Check the first vehicle in the buffer of the link
if its destination link has space then
Move vehicle from buffer to destination link
end if
end while
end while
end for

Figure 18.3: Algorithm B — Links and Intersections separated

e Complicated street layouts. Merging, turning, and weaving lanes make a substan-
tial difference to traffic flow. Most importantly, turning lanes, i.e. the separation
of vehicle streams by turning direction, prevents situations such as in Fig. 18.4,
where a left turning vehicle blocks all the traffic behind it. This becomes particular
important in conjunction with signal phases, since optimally the turning lanes are
emptied out during each green phase. That is, turning lanes of the correct length
ensure that the green phases of an intersection are used optimally.

e \Weaving, in particular if large numbers of vehicles enter a street on the right

lane(s) but want to exit it on the left lane(s).

For such effects, the simple queue simulation is no longer sufficient. Sometimes, param-
eterizations of certain effects are available, but in general it will be necessary to resort
to a more realistic type of micro-simulation. In such a more realistic micro-simulation,
one will not only have individual cars with different individual characteristics, but also
realistic street layouts, signals, bicycles, pedestrians, light rail and buses, etc.
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Figure 18.4: Problem of FIFO-based models
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Chapter 19

Routing

[[get some papers]]
[[Cascetti??]]

19.1 Time aggregation
19.2 Generalized cost functions

19.3 Alternative routes

In our approach, each new route was generated as what would have been the fastest route
on the previous iteration.® It is improbable that real people solve this problem exactly,
and for that reason alternative route generation algorithms are desirable. Somewhat in-
terestingly, it turns out that finding alternative routes is considerably more difficult than
finding the fastest path alone.

One option is to systematically compute the second-fastest, third-fastest, ..., k-fastest
path. This is however much more compute-intensive than computing the shortest path
alone (Yen, 1971; Perko, 1986; Clarke et al., 1963; Chabini, 1998a). In addition, most
of these paths are not plausible for the real world. Often, they are just small variations
of already existing paths, with for example leaving the freeway and returning to it at
the same entry/exit point. Only very few of the paths generated in this way are true
innovations.

As an alternative, one could attempt to generate routes heuristically, instead of system-
atically. This is also not a simple problem (Park and Rilett, 1997). Typical heuristic
approaches start searching in the geographic direction of the destination, and in conse-
quence often miss freeway connections which demand some backtracking in order to
reach them. More sophisticated approaches will be necessary here.

One may think that heuristic approaches might also be desirable for computational speed
reasons in very large road networks. In practice, we have never found this to be a prob-
lem. In a typical transportation planning network, with a size of about 10 000 nodes and
20000 links, a straightforward implementation of the time-dependent Dijkstra algorithm
allows the computation of 10000 new routes per second on a typicaly 500 MHz CPU
(Jacob et al., 1999), which is fast enough for practical cases. In much larger networks,

1To be entirely precise, one would have to say that the route is best based on the time-averaged information
that the router uses.
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19.4. Logit for routes

Figure 19.1: Correlations between paths

this may no longer be sufficient. In such cases, some hierarchical pre-processing can
help. This is a topic of ongoing research.

19.4 Logit for routes

Another major problem of our approach is that all travellers with the same situation will
be put on the same route, that is, there is no “spread” of solutions.

A typical way to obtain some spread of solutions is to use a logit approach. Remember,

a logit means that the probability of picking a solution i is set to
eB Ui

Pi= gy (19.1)
J -

where U; is the utility of solution 7. When the utility of a solution is high, then it will be
selected with a high probability.

For routes, utility is negative, and it becomes more negative the longer the driving time.
For example, one could set U; = —17;, where 7} is the driving time for route choice ;.

A major problem with this is that it is not easy to generate routing alternatives. Two
approaches, and their drawbacks, are:

e It is possible to compute k-shortest paths.

Then, it is problematic to use logit on routes (e.g. (Cascetta and Papola, 1998)).
This is actually easy to see: In Fig. 19.1, there are three paths from A to B. Assume
they have all the same travel time. The plausible solution then is that path 1 is used
with probability 0.5, and paths 2 and 3 are used with probability 0.25 each.

The logit solution will however be that all three paths are used with equal proba-
bilities 1/3.

The example can be made arbitrarily pathologic by adding more “short” alterna-
tives.

It is however possible to use more sophisticated models than the logit models
(Cascetta and Papola, 1998).

e Another method is to only generate routes which are “real” alternatives (Park and
Rilett, 1997). This is however not an easy problem in itself.

And the problem with the logit still applies, although to a weaker extent.

19.5 Planning for given arrival time

[[todo]]
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19.6 Mental maps

[[todo]]
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Chapter 20

Non-car modes of
transportation

20.1 Routing

Another problem is how to include public transportation. It is possible to do this in the
router, that is, the router should figure out if, say, public transportation or car is a better
route for a certain trip (Barrett et al., 2000).

An alternative is to include the mode choice into the activities generation, i.e. where we
have adjusted the trip starting time in the past.

20.2 Simulation

Realistic micro-simulations also need to simulate other modes of transportation besides
the car, such as buses, light rail, walking, bicycle. This makes micro-simulation codes
considerably more complicated to program and to run, the latter in particular since all the
additional information needs to be coded into file, which need to be interpreted correctly
by the simulation.

There is however a trick which considerably simplifies the situation in many cases: As
long as there is no congestion and no interaction between modes, modes can be treated as
“following there schedule”. That is, without congestion a subway or a bus will just depart
and arrive as noted in the schedule, and a pedestrian will walk exactly with the expected
speed. Since this means predictable behavior, such trips or legs can be preplanned by
the router, and the microsimulation just follows the plan. More technically, if a car-
only microsimulation encounters a leg which is not car-based, it would process the leg
according to departure and arrival information from the plan. In this way, the problem of
multi-modal traffic is delegated to the router.

The situation changes when the other modes suffer from congestion, or when there is
interaction between modes. Examples of the former are pedestrian congestion in sub-
way stations, or overcrowded buses. An example of the latter is the interaction between
pedestrians and cars on crosswalks. In those cases, a direct implementation of other
modes into the micro-simulation will be necessary. Some elements, such as buses or
light rail stuck in traffic, can be modeled within the queue model. For other aspects,
more realistic micro-simulations will be necessary.

In such a more realistic micro-simulation, some aspects can in fact be modeled without
too much effort. For example, buses are treated similarly to cars (i.e. they follow a route),
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20.2. Simulation

with the distinction that every time they approach a bus stop, they move into the right lane
and stop there. A light rail (“Tram”) is modelled essentially a bus but with very strong
lane restrictions, that is, it has to stay on its tracks. If the tracks are embedded in regular
traffic, then the tram will just do standard car following; if the tracks are separate, then
the tram will run at free speed except for stops.

Other interactions are more difficult to model and need additional or separate models.
For example, pedestrian congestion follows different rules than traffic congestion; there
are computer codes which simulate this. One could connect such a pedestrian code with
a traffic simulation code. Major implementation problems occur when such simulations
need to be coupled, for example, when pedestrians crossing a street interact with the car
traffic on the street. Little technology seems to be known to couple these simulations
without having to rewrite at least one of them to integrate it into the code of the other.
Our own expectation is that for the foreseeable future enough progress can be made by
working on other aspects of the problem, until some better technology becomes available.
Clearly, other areas of simulation have similar problems.
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Chapter 21

Demand

Once the synthetic population is generated, all other modules act directly on the agents.
What is necessary here is a procedure that as a result generates travel demand, i.e. the
wish of people to move from one location to another. As already said in 2.2, [[check]]
two important methods here are: (i) origin-destination matrices, and (ii) activity-based
demand modeling.

21.1 Origin-destination matrices

As also already said in Sec. 2.2, 2.2, [[check]] origin-destination (OD) matrices contain
the number of trips from n starting points to » destinations; it is therefore an n x n matrix.
As also said, these matrices can refer to arbitrary time periods; these days, one typically
uses “morning peak” and “afternoon peak” periods.

There are many ways to obtain origin-destination matrices. In transportation planning,
the typical methods is to anchor them to the land use, and to use behavioral “rates” to
determine trip frequencies (e.g. (Lohse, 1997)). Residential areas “produce” so and so
many trips per capita; commercial areas “attract” so and so many trips per capita. The
matching of origins to destinations is done via gravity methods, i.e. the probability of a
trip to go to a certain destination is some function of the attraction of this destination and
the generalized cost of getting there.

Another method is to derive OD matrices from traffic counts. Here, one collects counts on
as many links of the transportation network as possible, and then uses statistical estima-
tors to derive OD matrices from this (e.g. (Cascetta et al., 1993)). Statistical estimators
are necessary because the problem is under-determined. Sometimes, the two approaches
are combined, i.e. the historical OD-matrices are used as starting points, but they are
corrected via traffic counts (DYNAMIT www page, accessed 2003).

21.2 Activities-based demand modeling

The problem with OD matrices is that they fix the travel demand once they have been
derived. Thus, they fail to generate the effect of “induced” travel, which usually happens
when one expands capacity. For example, a new freeway may induce people to make
more trips, thus increasing overall travel. This means that one needs a demand generation
method that is elastic with changing supply.

Activity-based methods attempt to achieve this by generating directly what people do
during a day and where; transportation demand is thus derived by connecting activities
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21.2. Activities-based demand modeling

HUSBAND'S ACTIVITIES

Figure 21.1: Example of a sequence of activities for a person in Portland/Oregon. From
R.J. Beckman.

at different locations (Fig. 21.1). There are at least two different methods to generate
activities: econometric, and heuristic.

In principle, one can derive OD-matrices from activities, and many groups do this be-
cause it connects activity-based demand generation to existing models. This has, how-
ever, to be done with care since one loses important information. An important example
of lost information are trip chains, where a person may go to work, may go shopping,
and then home. If the person gets stuck on the way to shopping, the trip from shop-
ping to home will take place later than anticipated; such effects do not get picked up in
the OD matrix. Also, a universal reaction to changes in congestion seems to be to add
or suppress intermediate stops at home, i.e. to replace home-work-home-shop-home by
home-work-shop-home or vice versa. One would have to be careful to not suppress these
possibilities when translating the trip chains into OD-matrices.

Econometric  [[I have discrete choice theory now in “background’]]
[[dennoch k”onnte man fast alles hier lassen]]
[[need to sort out the 5;]]

Econometric methods (Ben-Akiva and Lerman, 1985; Domencich and McFadden, 1975)
are based on random utility theory, which will be explained in more detail in Chap. 29.
An often-used choice model is the so-called logit model. If there are several options
1 = 1..N, then the logit model predicts that the probability to select option i is

eﬁ ‘/a,i

Pa,i = W , (21.1)
J
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21.2. Activities-based demand modeling

where V, ; is the utility (“score”) of option ¢ for a particular individual a, and 3 is a
parameter characterizing randomness. This equation was already used in Sec. 14.3, and
the consequence of varying 5 was discussed there.

[[have used U in dep time choice. should use same notation as ben-akiva]]

For demand generation, one needs to make V,, ; dependent on the attributes of the options,
and on the properties of the individual under consideration. A typical assumption is to
make this dependence linear:

Vi=701 Ta1+ ...+ O Lok + “8]{+1 Ti 1+ ey (212)

[[now I have used 3 twice, in slightly different meanings.]]

where the z, ;,j < k are person attributes, and the z; ;, j > k are option attributes. For
example, one could have

[[find one with bus, car, income]]

Utility theory assumes that the utility a person ¢ sees in a certain action a is composed of
a measurable and a non-measurable part:

Uliya) = V(i,a) + n(i,a) . (21.3)
Under a variety of assumptions, e.g. that » is a random variable and follows a certain

distribution, this leads to an equation for the probability to choose action a.

An often-used discrete choice model is the so-called logit model. Its main assumptions
are:

e Individuals and actions are characterized by certain attributes, that is, two indi-
viduals with the same attributes will be modeled by the same equation. This also
means that ¢ and « are replaced by a vector of attributes, x; .

e The measurable part of the utilities, 1/, is a linear function of the attributes, i.e.
V=g x

e The random variables 7 do not depend on the attributes x; ,, and they are Gumbel
distributed, i.e. the generating function is

F(n) = exp|—e # ("—W)} , (21.4)
which results in the distribution
f(n) = pe =7 exp[—e #1177 (21.5)

~ is a location parameter, and ;. is a positive scale parameter. This distribution
is somewhat similar to an asymmetric version of the normal distribution; its main
advantage is that it leads to a closed form solution of the choice model.

With a logit model, the probability to choose the bus in a decision between bus and car
could look as follows:

exp[_,ﬁb tb]

P(bus) = (21.6)

exp[—fy ty] + exp[—Bctc]
t, and t.. are the respective travel times the trip would take by bus or by car. 5, and 3. are
factors which weigh time in the bus vs. time in the car, i.e. they are “values of time”. For
example, one could say that time in the bus is more productive than in the car because one
can read, resulting in 3, > .. However, usually the car is faster, compensating for this
effect. — Note that Eq. 21.6 has the same functional form as a Boltzmann distribution.
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21.2. Activities-based demand modeling

The (3 and /3. are estimated from surveys, for example via maximum likelihood methods.
A sample of the population with different car and bus travel times is asked about their
choices, and the (5, are determined such that the probability according to Eqg. 21.6 to
re-generate the survey is maximized.

For applications inside a transportation simulation, this becomes a lot more complicated.
An implementation for Portland/Oregon (Bowman, 1998) determines activity patterns
(for example home-work-home or home-work-shop-home), activity timing, activity lo-
cations, mode choice, etc. As long as one wants to treat all alternatives simultaneously,
this has the problem that the number of coefficients grows exponentially. For example, if
one has five activities patterns, and three modes of transportation, this means 15 different
choices and thus 15 parameters. If however one does not treat the alternatives simultane-
ously, one can make mistakes: For example, a person could have a strong preference for
a pattern home-work-home-shop-home when averaged over all possible circumstances,
but may prefer home-work-shop-home when really good bus service is available. When
choosing first the pattern and then the transportation mode, this information gets misrep-
resented.

Heuristic methods  The econometric method has a solid theoretical foundation, and it
is currently the only method that is functional for transportation simulations. However,
sometimes it seems like it does not really represent how people behave. The discrete
choice method pretends that people calculate utilities for all possible alternatives and
then choose the alternative with the highest utility. (Remember that the randomization
just comes in because of “unobserved attributes”.) However, people do not do this. For
example, they may discard an activity pattern home-shop-work-home right away without
calculating the utilities of all possible constellations.

Heuristic methods attempt to better represent such human planning processes. For ex-
ample, research shows that humans make their planning decisions on many time scales
simultaneously (Doherty and Axhausen, 1998). The time for work is usually alloted way
in advance, shopping may be planned a day in advance, and then the whole schedule may
be changed short-term because the child gets sick. Prototypes for such models exist, but
they seem currently far away from being operational in any meaningful way.

It should be noted that heuristic and econometric methods can be combined. For example,
one could use a heuristic method to determine which decisions are made how far in
advance, and use an econometric method to make the actual decision. Or the econometric
method could calculate the probability for each activities pattern, the heuristic method
could decide to retain the two most important patterns, the econometric method than
could calculate the utilities for these two patterns for all mode and time combinations,
etc.

Summary of activities-based methods Activities-based demand generation models
are a promising method for transportation simulation. Some implementations of these
methods have reached the state where they can be used for actual applications (Bradley,
1997). However, so far there are only very few results about coupling these methods
together with transportation micro-simulations, as intended with the transportation plan-
ning simulation packages described in this article. The only functional system that we
are aware of uses a very simple method of demand generation; it is described in the ap-
pendix. But we are optimistic that research in the next couple of years will expand the
boundaries in these areas enormously.
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Chapter 22

Feedback

22.1 Introduction

A major shortcoming of the departure time choice of Chap. 14 is that the trip time is
treated as being independent from the starting time. This is obviously not realistic. There
are many ways to improve this. Two possibilities are described in the following. In addi-
tion, the difference between day-to-day and within-day replanning is shortly discussed.

22.2 Global trip times table

[[1 may have this now in the do-it-yourself part.]]

Recall that the missing information is the expected trip time for a given starting time.
One option is to generate a global trip times table, i.e. for each time slice and each
origin-destination pair the information about the trip time for a departure time within
that time slice. This table would be generated from actual performance of simulated
travelers/vehicles, that is, all travelers/vehicles departing during the time slice from the
same starting location to the same destination would be included, for example by av-
eraging. The table would then be used by the activities generation module to provide
estimated trip time information.

The main disadvantages of this approach are:

e In a large network, there are easily several hundred thousand links, corresponding
to several hundred thousand potential origins/destinations. That is, for a single time
slice, our table would have more than 10° x 10° = 10" entries, corresponding to
40 GByte per time slice, which is clearly too much for most current computing
environments.

¢ Going along with the last is that in such a network, with a realistic number of 107
travelers, most entries of the trip time table would be left empty, implying some
other method to fill the missing cells.

Implementation

For our simulations, this could be implemented as follows:

From the events file, generate a table of 5min-by-5min origin-destination trip times. That
is, for each origin-destination pair and for each 5min bin, you average the travel times of
vehicles during that 5min bin.
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22.3. Agent data base

For example, if there were, between 8:00 and 8:05 (planned departure times), two vehicles
traveling from link 100 to link 1900, and the trip took them 30 and 32minutes, respectively,
then the expected trip time for a departure between 8:00 and 8:05 is 31 minutes.
Generating this table would concern the system integration specialists.

That table now is read into the activities generation module, and the departure time choice
is based on that information.

This would concern the route/acts gen specialists.

If there is information missing between time bins, then interpolate. If there is information
missing for early or late times, think about some intelligent solution.

22.3 Agent data base

An approach which seems in general much more robust is the use of an agent database.
Here, we mean that each traveler/agent keeps a memory of options that he/she tried out,
and some measure of the performance of each option. This approach is similar to clas-
sifier systems, genetic algorithms, or reinforcement learning, with the difference that the
number of agents, typically several millions, is much higher in large scale transportation
simulations than in typical applications of the mentioned areas.

The simulation would start with each agent having one or more options, which all have
preliminary scores. Each iteration would consist of the following steps:

e Each agent would chose an option according to the scores, for example taking the
option with the best score.

e The simulation would be carried out.

e Each agent would note the new score of the option that it just carried out.

In addition, it is necessary to inject new options into the system. For example, in each
iteration one could give new options to a fraction of the agents, and then “force” those
agents to immediately try them out. If these options lead to bad scores, the agents will
rarely or never try them again.

Although such an approach is easy to state in principle, it is difficult to implement in
practice because of performance limitations. Using a relational database such as MySQL
is possible but slow with several millions of agents. Also, although a relational database
provides support such as indexing and sorting, it’s emphasis is on consistent and secure
operation, not on computational speed. This is a subject of active research.

With respect to our practical examples, the easiest solution is to not worry abolumpelementatlon
routing choice, but remember starting times and performance only. That is, after a simu-

lation run one would parse the events file, and for each agent note the starting time and

the corresponding trip time. That information would be merged together with pre-existing

information into some agent data base.

(One could for example do a flat file of agent performance for each iteration; the departure
time choice module would then read all these files.)

For each agent that does departure time choice, the experienced trip times would be used
as a base. For departure times outside the experienced interval, free speed travel times
could be used. For departure times in between experienced travel times, some kind of
interpolation (e.g. linear) could be used.

Note that agent memory needs to age, otherwise agents may remember information that
is no longer relevant. One possibility would be to only read the agent experience from the
last 10 iterations.
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This would again be a cooperation between the systems integration specialists and the
route/acts gen specialists.

22.4 Day-to-day vs. within-day re-planning

Day-to-day replanning assumes, in a sense, “dumb” particles. Particles follow routes, but
the routes are pre-computed, and once the simulation is started, they cannot be changed,
for example to adapt to unexpected congestion and/or a traffic accident. In other words,
the strategic part of the intelligence of the agents is external to the micro-simulation. In
that sense, such micro-simulations can still be seen as, albeit much more sophisticated,
version of the link cost function ¢, (x,) from static assignment, now extended by influ-
ences from other links and made dynamic throughout time. And indeed, many dynamic
traffic assignment (DTA) systems work exactly in that way (e.g. (Bottom, 2000)). In
terms of game theory, this means that we only allow unconditional strategies, i.e. strate-
gies which cannot branch during the game depending on the circumstances.

Another way to look at this is to say that one assumes that the emergent properties of
the interaction have a “slowly varying dynamics”, meaning that one can, for example,
consider congestion as relatively fixed from one day to the next. This is maybe realistic
under some conditions, such as commuter traffic, but clearly not for many other con-
ditions, such as accidents, adaptive traffic management, impulsive behavior, stochastic
dynamics in general, etc. It is therefore necessary that agents are adaptive (intelligent)
also on short time scales not only with respect to lane changing, but also with respect
to routes and activities. It is clear that this can be done in principle, and the importance
of it for fast relaxation (Esser, 1998a; Rickert, 1998) and for the realistic modeling of
certain aspects of human behavior (Axhausen, 1990; Doherty and Axhausen, 1998) has
been pointed out.
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Chapter 23

Other Modules

freight
emissions
housing
land use
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Chapter 24

Better file formats

24.1 Introduction

In the longer run, the file formats used in the “do-it-yourself” part are not very robust.
The main problem is that with each change of the file format, several pieces of the simu-
lation package need to be adapted consistently. Two ways to improve the situation are
(a) use the header line not just for consistency checking, but to obtain the information
of the content of each column; (b) use XML (extended markup language). This will be
described in the following.

24.2 Use header line

In the “do-it-yourself” part, the header line was only used for consistency checking, for
example for the nodes file

/'l process header |ine:

for (int ii=1; ii<=NTOKENS; ++ii ) {
inFile >> aString ;
switch( ii ) {
case 1: assert( aString=="ID") ; break ;
case 2: assert( aString=="EASTING' ) ; break ;
case 3: assert( aString=="NORTH NG' ) ; break ;
}

}

A more robust alternative would be to use the header line as an indication of what each
column contains. Processing of the header line would essentially become

/'l process header |ine:
for (int ii=1; ii<=NTOKENS, ++ii ) {
inFile >> aString ;
if (aString=="1D") {
colum_id=ii ;
} else if ( aString=="EASTING' ) {
colum_east=ii ;

}

These columns would later be used during the file reading, for example via

/1 main | oop:
while( linFile.eof() ) {
for (int ii=1; ii<=NTOKENS : ii++ ) {
if (ii==colum_id ) {
inFile >> nodeld ;

24-1



24.3. XML

} else ( ii==colum_east ) {
inFile >> xCoord ;

}

This is in fact not much more work to program, and considerably more robust. The
main reason why it was not introduced ealier is that it does not solve one of the main
inconveniences, which is the parsing of the route-plans file. The problem with route-
plans is that they are not column-oriented, and they cannot be, since the number of nodes
in a route is changing from one route to the next. The next section discusses a robust way
out of this dilemma.

24.3 XML

XML (extendsible markup language) is a system to describe unstructured data for com-
puters. The main idea is that each item of the data is described right where it shows up
instead of somewhere else in the file or even outside it. An XML nodes file would look
like

<nodes>

<node id="15" x="123.45" y="678.9" />

é)hodes>
That is, the information of where the id or the x/y coordinates are is repeated for each
entry. This makes for larger files and slower parsing speeds, but the disadvantages are
not that big:

e Since this is a standardized method, fast parsers are available.
e The overhead is not more than a factor of two.

o If keywords are repeated often (as they are for our files), compression tools will
find that out so that compressed XML files are not much larger than compressed
files without XML tags.

In general, parsers of XML files will not break when the input format is extended. For
example, when additional keyword-value-pairs are added, they will just be ignored.

The main advantage of XML files is for the description of travelers’ plans, where one
now does not need all those awkward conventions any more. A route-plans file will for
example look like

%bérson i d="34">

<trip starttine="8h03" dplink="123" arlink="456" eta="8h33">

<nodes> 23 34 63 62 24 </nodes>

</trip>
</ per son>

This describes a trip from link 123 to link 456, with a starting time at 8h03, and an
estimated arrival time at 8h33.

Further information, such as deomgraphic data or activities, can now just be added to the
same file structure, e.g.

<person i d="34" incone="10000">

<act type="h" |ink="123" etine="8h03" />

<trip node="car" starttime="8h03" dplink="123" arlink="456" eta="8h33" >
<nodes> 23 34 63 62 24 </nodes>

</trip>
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<act type="w' |ink="456" duration="8h" />

<trip node="car" starttime="16h33" dplink="123" arlink="456" eta="17h00">
<nodes> 24 62 63 34 23 </nodes>

</[trip>

<act type="h" |ink="123" />

</ person>

This would describe a person with id 34 and an income of 10000, which, at the beginning
of the simulation, is doing at “at-home” activity, at link 123. At 8h03, the person starts
driving to work, where she expects to be at 8h33. The person works for 8 hours, and then
drives back home.

This is in principle a very flexible concept. In particular, there are no longer different
files for activities, trip requests, (route-)plans, etc; everything is just one file format. For
example, the router request (formerly “trips file”) would just be

<person id="34" incone="10000">

<act type="h" |ink="123" etine="8h03" />
<trip node="car" dplink="123" arlink="456"/>
<act type="w' |ink="456" duration="8h" />
<trip node="car" dplink="123" arlink="456"/>
<act type="h" link="123" />

</ per son>

and the router would calculate all trip starting times, estimated arrival times, and se-
quences of routes.

As an alternative, there could be separate scheduling and routing modules.

The main issue here is that there is absolutely no standardization available yet. It is
neither clear which concepts are simple in terms of modeling and simulation, nor which
concepts are faithful in terms of human behavior. We will return to some of the latter in
Chap. ??. [[check ... doherty acts scheduling]]

24.4 Some discussion

Why has the do-it-yourself package of this text not used XML? The main problem is that
the parsers are not yet standardized. For example, for unix the C++ computer by itself is
no longer sufficient; one needs to add some additional software. We expect the situation
to be similar under other operating systems. In addition, the situation with parsers still is
in a state of flux. That is, a parser that works today may not work any longer is a couple
of months from now. For all other pieces of our package, we expect that it will work on
standard systems for many years into the future.

For all those reasons, this text does not use XML files, but standard text files. However,
there is a public domain version of our work, currently at [[where]], which uses XML
and which can be used as a starting point for further development.
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Chapter 25

Parallel computing

25.1 Introduction

As we have seen, the computational requirements for a large scale simulation can be
rather large, and eventually waiting for a result can take too much time. Using parallel
computers is a way to improve the situation. When done right, using 100 parallel com-
puters can reduce the waiting time by a factor of 100, for example from 100 days to one.
Aspects of this are described in the following.

Note: The following still refers to cellular automata simulation methods. The spirit of
the results is however also valid for the queue simulation used in the class.

[[the following (commented out) needs to be adapted/included/sorted]]

25.2 Micro-simulation parallelization: Domain decom-
position

An important advantage of the CA is that it helps with the design of a parallel and local
simulation update, that is, the state at time step ¢ -+ 1 depends only on information from
time step ¢, and only from neighboring cells. (To be completely correct, one would have
to consider our sub-time-steps.) This means that domain decomposition for paralleliza-
tion is straightforward, since one can communicate the boundaries for time step ¢, then
locally on each CPU perform the update from ¢ to ¢ + 1, and then exchange boundary
information again.

Domain decomposition means that the geographical region is decomposed into several
domains of similar size (Fig. 25.1), and each CPU of the parallel computer computes the
simulation dynamics for one of these domains. Traffic simulations fulfill two conditions
which make this approach efficient:

e Domains of similar size: The street network can be partitioned into domains of
similar size. A realistic measure for size is the accumulated length of all streets
associated with a domain.

e Short-range interactions: For driving decisions, the distance of interactions be-
tween drivers is limited. In our CA implementation, on links all of the Transims-
1999 rule sets have an interaction range of 37.5 meters (= 5 cells) which is small
with respect to the average link length. Therefore, the network easily decomposes
into independent components.
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25.3. Graph partitioning

We decided to cut the street network in the middle of links rather than at intersections
(Fig. 25.2); THOREAU does the same (Niedringhaus et al., 1994). This separates the
traffic complexity at the intersections from the complexity caused by the parallelization
and makes optimization of computational speed easier.

In the implementation, each divided link is fully represented in both CPUs. Each CPU
is responsible for one half of the link. In order to maintain consistency between CPUs,
the CPUs send information about the first five cells of “their” half of the link to the other
CPU. Five cells is the interaction range of all CA driving rules on a link. By doing this,
the other CPU knows enough about what is happening on the other half of the link in
order to compute consistent traffic.

The resulting simplified update sequence on the split links is as follows (Fig. 25.3):*

Change lanes.

Exchange boundary information.

o Calculate speed and move vehicles forward.

Exchange boundary information.

The Transims1999 microsimulation also includes vehicles that enter the simulation from
parking and exit the simulation to parking, and logic for public transit such as buses.
These additions are implemented in a way that no further exchange of boundary infor-
mation is necessary.

The implementation uses the so-called master-slave approach. Master-slave approach
means that the simulation is started up by a master, which spawns slaves, distributes the
workload to them, and keeps control of the general scheduling. Master-slave approaches
often do not scale well with increasing numbers of CPUs since the workload of the master
remains the same or even increases with increasing numbers of CPUs. For that reason, in
Transims1999 the master has nearly no tasks except initialization and synchronization.
Even the output to file is done in a decentralized fashion. With the numbers of CPUs that
we have tested in practice, we have never observed the master being the bottleneck of the
parallelization.

The actual implementation was done by defining descendent C++ classes of the C++
base classes provided in a Parallel Toolbox. The underlying communication library has
interfaces for both PVM (Parallel Virtual Machine (PVM www page, accessed 2004))
and MPI (Message Passing Interface (MPI www page, accessed 2005)). The toolbox
implementation is not specific to transportation simulations and thus beyond the scope of
this paper. More information can be found in (Rickert, 1998).

25.3 Graph partitioning

Once we are able to handle split links, we need to partition the whole transportation
network graph in an efficient way. Efficient means several competing things: Minimize
the number of split links; minimize the number of other domains each CPU shares links
with; equilibrate the computational load as much as possible.

One approach to domain decomposition is orthogonal recursive bi-section. Although less
efficient than METIS (explained below), orthogonal bi-section is useful for explaining
the general approach. In our case, since we cut in the middle of links, the first step is
to accumulate computational loads at the nodes: each node gets a weight corresponding

Linstead of “split links”, the terms “boundary links”, “shared links”, or “distributed links” are sometimes
used. As is well known, some people use “edge” instead of “link”.
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Figure 25.1: Domain decomposition of transportation network. Left: Global view. Right:
View of a slave CPU. The slave CPU is only aware of the part of the network which is
attached to its local nodes. This includes links which are shared with neighbor domains.
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Figure 25.2: Distributed link.

to the computational load of all of its attached half-links. Nodes are located at their
geographical coordinates. Then, a vertical straight line is searched so that, as much as
possible, half of the computational load is on its right and the other half on its left. Then
the larger of the two pieces is picked and cut again, this time by a horizontal line. This
is recursively done until as many domains are obtained as there are CPUs available, see
Fig. 25.4. It is immediately clear that under normal circumstances this will be most
efficient for a number of CPUs that is a power of two. With orthogonal bi-section, we
obtain compact and localized domains, and the number of neighbor domains is limited.

Another option is to use the METIS library for graph partitioning (see (www-users.cs.umn.edu/ karypis/metis/,
accessed 2003) and references therein). METIS uses multilevel partitioning. What that
means is that first the graph is coarsened, then the coarsened graph is partitioned, and
then it is uncoarsened again, while using an exchange heuristic at every uncoarsening
step. The coarsening can for example be done via random matching, which means that
first edges are randomly selected so that no two selected links share the same vertex, and
then the two nodes at the end of each edge are collapsed into one. Once the graph is
sufficiently collapsed, it is easy to find a good or optimal partitioning for the collapsed
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At beginning of time step:
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CPU1
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CPU 2
After lane changes:
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9
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Figure 25.3: Example of parallel logic of a split link with two lanes. The figure shows the
general logic of one time step. Remember that with a split link, one CPU is responsible
for one half of the link and another CPU is responsible for the other half. These two
halves are shown separately but correctly lined up. The dotted part is the “boundary re-
gion”, which is where the link stores information from the other CPU. The arrows denote
when information is transferred from one CPU to the other via boundary exchange.

graph. During uncoarsening, it is systematically tried if exchanges of nodes at the bound-
aries lead to improvements. “Standard” METIS uses multilevel recursive bisection: The
initial graph is partitioned into two pieces, each of the two pieces is partitioned into two
pieces each again, etc., until there are enough pieces. Each such split uses its own coars-
ening/uncoarsening sequence. k-METIS means that all % partitions are found during a
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single coarsening/uncoarsening sequence, which is considerably faster. It also produces
more consistent and better results for large k.

METIS considerably reduces the number of split links, N,;, as shown in Fig. 25.5.
The figure shows the number of split links as a function of the number of domains for
(i) orthogonal bi-section for a Portland network with 200 000 links, (ii) METIS decom-
position for the same network, and (iii) METIS decomposition for a Portland network
with 20024 links. The network with 200000 links is derived from the TIGER census
data base, and will be used for the Portland case study for TransimsThe network with
20024 links is derived from the EMME/2 network that Portland is currently using. An
example of the domains generated by METIS can be seen in Fig. 25.6; for example, the
algorithm now picks up the fact that cutting along the rivers in Portland should be of
advantage since this results in a small number of split links.

We also show data fits to the METIS curves, Ny, = 250 p°-5? for the 200000 links
network and N, = 140 p°-59 — 140 for the 20 024 links network, where p is the number
of domains. We are not aware of any theoretical argument for the shapes of these curves
for METIS. It is however easy to see that, for orthogonal bisection, the scaling of NV,
has to be ~ p°°. Also, the limiting case where each node is on a different CPU needs
to have the same N, both for bisection and for METIS. In consequence, it is plausible
to use a scaling form of p® with o > 0.5. This is confirmed by the straight line for
large p in the log-log-plot of Fig. 25.5. Since for p = 1, the number of split links NV,
should be zero, for the 20024 links network we use the equation A p® — A, resulting in
Ny = 140 p°-59 — 140 . For the 200000 links network, the resulting fit is so bad that
we did not add the negative term. This leads to a kink for the corresponding curves in
Fig. 25.12.

Such an investigation also allows to compute the theoretical efficiency based on the graph
partitioning. Efficiency is optimal if each CPU gets exactly the same computational load.
However, because of the granularity of the entities (nodes plus attached half-links) that
we distribute, load imbalances are unavoidable, and they become larger with more CPUSs.
We define the resulting theoretical efficiency due to the graph partitioning as

load on optimal partition
load on largest partition ’

€Cdmn ‘— (25.1)
where the load on the optimal partition is just the total load divided by the number of
CPUs. We then calculated this number for actual partitionings of both of our 20024 links
and of our 200000 links Portland networks, see Fig. 25.7. The result means that, ac-
cording to this measure alone, our 20024 links network would still run efficiently on
128 CPUs, and our 200000 links network would run efficiently on up to 1024 CPUs.

25.4 Adaptive Load Balancing

In the last section, we explained how the street network is partitioned into domains that
can be loaded onto different CPUs. In order to be efficient, the loads on different CPUs
should be as similar as possible. These loads do however depend on the actual vehicle
traffic in the respective domains. Since we are doing iterations, we are running similar
traffic scenarios over and over again. We use this feature for an adaptive load balancing:
During run time we collect the execution time of each link and each intersection (node).
The statistics are output to file. For the next run of the micro-simulation, the file is fed
back to the partitioning algorithm. In that iteration, instead of using the link lengths
as load estimate, the actual execution times are used as distribution criterion. Fig. 25.8
shows the new domains after such a feedback (compare to Fig. 25.4).

To verify the impact of this approach we monitored the execution times per time-step
throughout the simulation period. Figure 25.9 depicts the results of one of the iteration
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Figure 25.4: Orthogonal bi-section for Portland 20 024 links network.
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Figure 25.5: Number of split links as a function of the number of CPUs. The top curve
shows the result of orthogonal bisection for the 200 000 links network. The middle curve
shows the result of METIS for the same network — clearly, the use of METIS results
in considerably fewer split links. The bottom curve shows the result for the Portland
20024 links network when again using METIS. The theoretical scaling for orthogonal
bisection is N, ~ /p, where p is the number of CPUs. Note that for p — Nijs, Nopi
needs to be the same for both graph partitioning methods.

series. For iteration 1, the load balancer uses the link lengths as criterion. The execu-
tion times are low until congestion appears around 7:30 am. Then, the execution times
increase fivefold from 0.04 sec to 0.2 sec. In iteration 2 the execution times are almost in-
dependent of the simulation time. Note that due to the equilibration, the execution times
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Figure 25.7: Top: Theoretical efficiency for Portland network with 20 024 links. Bottom:
Theoretical efficiency for Portland network with 200 000 links. “OB” refers to orthogonal
bisection. “METIS (k-way)” refers to an option in the METIS library.

for early simulation hours increase from 0.04 sec to 0.06 sec, but this effect is more than
compensated later on.

The figure also contains plots for later iterations (11, 15, 20, and 40). The improvement
of execution times is mainly due to the route adaptation process: congestion is reduced
and the average vehicle density is lower. On the machine sizes where we have tried it (up
to 16 CPUs), adaptive load balancing led to performance improvements up to a factor of
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et

Figure 25.8: Partitioning after adaptive load balancing. Compare to Fig. 25.4.

Figure 25.9: Execution times with external load feedback. These results were obtained
during the Dallas case study (Beckman et al, 1997; Rickert, 1998).

1.8. It should become more important for larger numbers of CPUs since load imbalances
have a stronger effect there.

25.5 Performance prediction for the Transims micro-
simulation

Itis possible to systematically predict the performance of parallel micro-simulations (e.g.
(Jakobs and Gerling, 1993; Nagel and Schleicher, 1994)). For this, several assumptions
about the computer architecture need to be made. In the following, we demonstrate the
derivation of such predictive equations for coupled workstations and for parallel super-
computers.

The method for this is to systematically calculate the wall clock time for one time step of
the micro-simulation. We start by assuming that the time for one time step has contribu-
tions from computation, 7%,,,,, and from communication, 7. If these do not overlap,
as is reasonable to assume for coupled workstations, we have

T(p) = Temp(P) + Termnm(p) » (25.2)

where p is the number of CPUs.?
Time for computation is assumed to follow

Tcmp<p) - % . (1 + fo’ur’(p) + fdmn<p)> . (253)

2For simplicity, we do not differentiate between CPUs and computational nodes. Computational nodes can
have more than one CPU — an example is a network of coupled PCs where each PC has Dual CPUs.
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Here, T is the time of the same code on one CPU (assuming a problem size that fits on
available computer memory); p is the number of CPUs; f,.,. includes overhead effects
(for example, split links need to be administered by both CPUS); famn = 1/€dmn — 1
includes the effect of unequal domain sizes discussed in Sec. 25.3.

Time for communication typically has two contributions: Latency and bandwidth. La-
tency is the time necessary to initiate the communication, and in consequence it is in-
dependent of the message size. Bandwidth describes the number of bytes that can be
communicated per second. So the time for one message is

S’msg
b )
where 77, is the latency, S,,.4, is the message size, and b is the bandwidth.

However, for many of today’s computer architectures, bandwidth is given by at least two
contributions: node bandwidth, and network bandwidth. Node bandwidth is the band-
width of the connection from the CPU to the network. If two computers communicate
with each other, this is the maximum bandwidth they can reach. For that reason, this is
sometimes also called the “point-to-point” bandwidth.

The network bandwidth is given by the technology and topology of the network. Typical
technologies are 10 Mbit Ethernet, 100 Mbit Ethernet, FDDI, etc. Typical topologies are
bus topologies, switched topologies, two-dimensional topologies (e.g. grid/torus), hyper-
cube topologies, etc. A traditional Local Area Network (LAN) uses 10 Mbit Ethernet,
and it has a shared bus topology. In a shared bus topology, all communication goes over
the same medium; that is, if several pairs of computers communicate with each other,
they have to share the bandwidth.

For example, in our 100 Mbit FDDI network (i.e. a network bandwidth of b,,., =
100 Mbit) at Los Alamos National Laboratory, we found node bandwidths of about
bnq = 40 Mbit. That means that two pairs of computers could communicate at full
node bandwidth, i.e. using 80 of the 100 Mbit/sec, while three or more pairs were limited
by the network bandwidth. For example, five pairs of computers could maximally get
100/5 = 20 Mbit/sec each.

A switched topology is similar to a bus topology, except that the network bandwidth is
given by the backplane of the switch. Often, the backplane bandwidth is high enough
to have all nodes communicate with each other at full node bandwidth, and for practical
purposes one can thus neglect the network bandwidth effect for switched networks.

If computers become massively parallel, switches with enough backplane bandwidth be-
come too expensive. As a compromise, such supercomputers usually use a communica-
tions topology where communication to “nearby” nodes can be done at full node band-
width, whereas global communication suffers some performance degradation. Since we
partition our traffic simulations in a way that communication is local, we can assume
that we do communication with full node bandwidth on a supercomputer. That is, on a
parallel supercomputer, we can neglect the contribution coming from the b,,.,-term. This
assumes, however, that the allocation of street network partitions to computational nodes
is done in some intelligent way which maintains locality.

Tmsg - T‘lt + (254)

As a result of this discussion, we assume that the communication time per time step is

]\Ys pl (p) S bnd
p b nd

5 ’"“1) (25.5)

bnet

T(’,’mm, (p) = N@ub . (nn,b (p) T‘lt + + jvsp[ (p)

which will be explained in the following paragraphs. N, is the number of sub-time-
steps. As discussed in Sec. 25.2, we do two boundary exchanges per time step, thus
Ny = 2 for the 1999 Transims micro-simulation implementation.

nyp 1S the number of neighbor domains each CPU talks to. All information which goes
to the same CPU is collected and sent as a single message, thus incurring the latency
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only once per neighbor domain. For p = 1, n,,;, is zero since there is no other domain
to communicate with. For p = 2, it is one. For p — oo and assuming that domains
are always connected, Euler’s theorem for planar graphs says that the average number of
neighbors cannot become more than six. Based on a simple geometric argument, we use

nnp(p) =2(3vp—1) (Vp—1)/p, (25.6)

which correctly has n,,(1) = 0 and n,, — 6 for p — oo. Note that the METIS
library for graph partitioning (Sec. 25.3) does not necessarily generate connected parti-
tions, making this potentially more complicated.

T}, is the latency (or start-up time) of each message. 7;; between 0.5 and 2 milliseconds
are typical values for PVM on a LAN (Rickert, 1998; Dongarra et al., 1998).

Next are the terms that describe our two bandwidth effects. N, (p) is the number of
split links in the whole simulation; this was already discussed in Sec. 25.3 (see Fig. 25.5).
Accordingly, N, (p)/p is the number of split links per computational node. Sy, is the
size of the message per split link. b,,4 and b,,; are the node and network bandwidths, as
discussed above.

In consequence, the combined time for one time step is

T
T(p) = ]_)1 (1 4 Four(P) + famn (p)> + (25.7)
NS S na S n
Now - (mantp) T+ 2ty St ) (asi
nd net

According to what we have discussed above, for p — oo the number of neighbors scales
as n,,;, ~ const and the number of split links in the simulation scales as N,; ~ /p. In
consequence for £, and 4., small enough, we have:

o for a shared or bus topology, b.,.; is relatively small and constant, and thus

1 1
T(p)~=+1+—+p— p; 259
()~ 7 VP — /P (25.9)

o for a switched or a parallel supercomputer topology, we assume b,,.; = oo and
obtain

1 1
Tp)~—-—+1+——1. 25.10
(p) 5 7 (25.10)

Thus, in a shared topology, adding CPUs will eventually increase the simulation time,
thus making the simulation slower. In a non-shared topology, adding CPUs will even-
tually not make the simulation any faster, but at least it will not be detrimental to com-
putational speed. The dominant term in a shared topology for p — oo is the network
bandwidth; the dominant term in a non-shared topology is the latency.

The curves in Fig. 25.10 are results from this prediction for a switched 100 Mbit Ethernet
LAN; dots and crosses show actual performance results. The top graph shows the time
for one time step, i.e. 7'(p), and the individual contributions to this value. The bottom
graph shows the real time ratio (RTR)

At 1sec
T(p) T(p)’
which says how much faster than reality the simulation is running. At is the duration a

simulation time step, which is 1 sec in Transims1999. The values of the free parameters
are:

rir(p) = (25.11)

file: book.tex, p-25-10 January 31, 2005



25.5. Performance prediction for the Transims micro-simulation

e Hardware-dependent parameters. We assume that the switch has enough band-
width so that the effect of b,,., is negligeable. Other hardware parameters are
T = 0.8 ms and b,,; = 50 Mbit/s.3

e Implementation-dependent parameters. The number of message exchanges per
time step is Ny, = 2.

Scenario-dependent parameters. Except when noted, our performance predic-
tions and measurements refer to the Portland 20 024 links network. We use, for the
number of split links, N, (p) = 140 - p®-59 — 140, as explained in Sec. 25.3.

Other Parameters. The message size depends on the plans format (which de-
pends on the software design and implementation), on the typical number of links
in a plan, and on the frequency per link of vehicles migrating from one CPU to
another. We use Sy,,q = 200 Bytes. This is an average number; it includes all
the information that needs to be sent when a vehicle migrates from one CPU to
another. The new Transims multi-modal plans format easily has 200 entries per
driver and trip, resulting in 800 bytes of information just for the plan. In addition,
there is information about the vehicle (ID, speed, maximum acceleration, etc.);
however, not in every time step a vehicle is migrated across a boundary on every
split link. In principle it is however possible to compress the plans information, so
improvements are possible here in the future. Also, we have not explicitely mod-
elled simulation output, which is indeed a performance issue on Beowulf clusters.

These parameters were obtained in the following way: First, we obtained plausible values
via systematic communication tests using messages similar to the ones used in the actual
simulation (Rickert, 1998). Then, we ran the simulation without any vehicles (see below)
and adapted our values accordingly. Running the simulation without vehicles means
that we have a much better control of S},,4. In practice, the main result of this step
was to set ¢;,, to 0.8 msec, which is plausible when compared to the hardware value of
0.5 msec. Last, we ran the simulations with vehicles and adjusted S}, to fit the data. —
In consequence, for the switched 100 Mbit Ethernet configurations, within the data range
our curves are model fits to the data. Outside the data range and for other configurations,
the curves are model-based predictions.

The plot (Fig. 25.10) shows that even something as relatively profane as a combination
of regular Pentium CPUs using a switched 100Mbit Ethernet technology is quite capable
in reaching good computational speeds. For example, with 16 CPUs the simulation runs
40 times faster than real time; the simulation of a 24 hour time period would thus take
0.6 hours. These numbers refer, as said above, to the Portland 20 024 links network. In-
cluded in the plot (black dots) are measurements with a compute cluster that corresponds
to this architecture. The triangles with lower performance for the same number of CPUs
come from using dual instead of single CPUs on the computational nodes. Note that the
curve levels out at about forty times faster than real time, no matter what the number of
CPUs. As one can see in the top figure, the reason is the latency term, which eventually
consumes nearly all the time for a time step. This is one of the important elements where
parallel supercomputers are different: For example the Cray T3D has a more than a factor
of ten lower latency under PVM (Dongarra et al., 1998).

As mentioned above, we also ran the same simulation without any vehicles. In the
Transims1999 implementation, the simulation sends the contents of each CA boundary
region to the neighboring CPU even when the boundary region is empty. Without com-
pression, this is five integers for five sites, times the number of lanes, resulting in about
40 bytes per split edge, which is considerably less than the 800 bytes from above. The

30ur measurements have consistently shown that node bandwidths are lower than network bandwidths.
Even CISCO itself specifies 148 000 packets/sec, which translates to about 75 Mbit/sec, for the 100 Mbit
switch that we use.
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results are shown in Fig. 25.11. Shown are the computing times with 1 to 15 single-CPU
slaves, and the corresponding real time ratio. Clearly, we reach better speed-up without
vehicles than with vehicles (compare to Fig. 25.10). Interestingly, this does not matter for
the maximum computational speed that can be reached with this architecture: Both with
and without vehicles, the maximum real time ratio is about 80; it is simply reached with
a higher number of CPUs for the simulation with vehicles. The reason is that eventually
the only limiting factor is the network latency term, which does not have anything to do
with the amount of information that is communicated.

Fig. 25.12 (top) shows some predicted real time ratios for other computing architectures.
For simplicity, we assume that all of them except for one special case explained be-
low use the same 500 MHz Pentium compute nodes. The difference is in the networks:
We assume 10 Mbit non-switched, 10 Mbit switched, 1 Gbit non-switched, and 1 Gbit
switched. The curves for 100 Mbit are in between and were left out for clarity; values
for switched 100 Mbit Ethernet were already in Fig. 25.10. One clearly sees that for this
problem and with today’s computers, it is nearly impossible to reach any speed-up on a
10 Mbit Ethernet, even when switched. Gbit Ethernet is somewhat more efficient than
100 Mbit Ethernet for small numbers of CPUs, but for larger numbers of CPUs, switched
Ghit Ethernet saturates at exactly the same computational speed as the switched 100 Mbit
Ethernet. This is due to the fact that we assume that latency remains the same — after all,
there was no improvement in latency when moving from 10 to 100 Mbit Ethernet. FDDI
is supposedly even worse (Dongarra et al., 1998).

The thick line in Fig. 25.12 corresponds to the ASCI Blue Mountain parallel supercom-
puter at Los Alamos National Laboratory. On a per-CPU basis, this machine is slower
than a 500 MHz Pentium. The higher bandwidth and in particular the lower latency make
it possible to use higher numbers of CPUs efficiently, and in fact one should be able to
reach a real time ratio of 128 according to this plot. By then, however, the granularity
effect of the unequal domains (Eqg. (25.1), Fig. 25.7) would have set in, limiting the com-
putational speed probably to about 100 times real time with 128 CPUs. We actually have
some speed measurements on that machine for up to 96 CPUs, but with a considerably
slower code from summer 1998. We omit those values from the plot in order to avoid
confusion.

Fig. 25.12 (bottom) shows predictions for the higher fidelity Portland 200 000 links net-
work with the same computer architectures. The assumption was that the time for one
time step, i.e. T} of Eq. (25.3), increases by a factor of eight due to the increased load.
This has not been verified yet. However, the general message does not depend on the
particular details: When problems become larger, then larger numbers of CPUs become
more efficient. Note that we again saturate, with the switched Ethernet architecture,
at 80 times faster than real time, but this time we need about 64 CPUs with switched
Ghit Ethernet in order to get 40 times faster than real time — for the smaller Portland
20024 links network with switched Gbit Ethernet we would need 8 of the same CPUs
to reach the same real time ratio. In short and somewhat simplified: As long as we
have enough CPUs, we can micro-simulate road networks of arbitrarily largesize, with
hundreds of thousands of links and more, 40 times faster than real time, even without
supercomputer hardware. — Based on our experience, we are confident that these pre-
dictions will be lower bounds on performance: In the past, we have always found ways
to make the code more efficient.

25.6 Speed-up and efficiency

We have cast our results in terms of the real time ratio, since this is the most important
quantity when one wants to get a practical study done. In this section, we will trans-
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Figure 25.10: 100 Mbit switched Ethernet LAN. Top: Individual time contributions.
Bottom: Corresponding Real Time Ratios. The black dots refer to actually measured
performance when using one CPU per cluster node; the crosses refer to actually measured
performance when using dual CPUs per node (the y-axis still denotes the number of
CPUs used). The thick curve is the prediction according to the model. The thin lines
show the individual time contributions to the thick curve.

late our results into numbers of speed-up, efficiency, and scale-up, which allow easier
comparison for computing people.

Let us define speed-up as
S(p) = 7= (25.12)

where p is again the number of CPUs, 7'(1) is the time for one time-step on one CPU,
and T'(p) is the time for one time step on p CPUs. Depending on the viewpoint, for 7'(1)
one uses either the running time of the parallel algorithm on a single CPU, or the fastest
existing sequential algorithm. Since Transims has been designed for parallel computing
and since there is no sequential simulation with exactly the same properties, 7°(1) will be
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Figure 25.11: 100 Mbit switched Ethernet LAN; simulation without vehicles. Top: Indi-
vidual time contributions. Bottom: Corresponding Real Time Ratios. The same remarks
as to Fig. 25.10 apply. In particular, black dots show measured performance, whereas
curves show predicted performance.

the running time of the parallel algorithm on a single CPU. For time-stepped simulations
such as used here, the difference is expected to be small.*

Now note again that the real time ratio is 7tr(p) = 1 sec/T'(p) . Thus, in order to ob-
tain the speed-up from the real time ratio, one has to multiply all real time ratios by
T(1)/(1 sec). On a logarithmic scale, a multiplication corresponds to a linear shift. In
consequence, speed-up curves can be obtained from our real time ratio curves by shifting
the curves up or down so that they start at one.

This also makes it easy to judge if our speed-up is linear or not. For example in Fig. 25.12
bottom, the curve which starts at 0.5 for 1 CPU should have an RTR of 2 at 4 CPU,
an RTR of 8 at 16 CPUs, etc. Downward deviations from this mean sub-linear speed-

4An event-driven simulation could be a counter-example: Depending on the implementation, it could be
extremely fast on a single CPU up to medium problem sizes, but slow on a parallel machine.
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Figure 25.12: Predictions of real time ratio for other computer configurations. Top:
With Portland EMME/2 network (20 024 links). Bottom: With Portland TIGER network
(200000 links). Note that for the switched configurations and for the supercomputer,
the saturating real time ratio is the same for both network sizes, but it is reached with
different numbers of CPUs. This behavior is typical for parallel computers: They are
particularly good at running larger and larger problems within the same computing time.
— All curves in both graphs are predictions from our model. We have some performance
measurements for the ASCI maschine, but since they were done with an older and slower
version of the code, they are omitted in order to avoid confusion.

up. Such deviations are commonly described by another number, called efficiency, and
defined as ()
p
E(p) = ———. 25.13
®) =0 (25.13)
Fig. 25.13 contains an example. Note that this number contains no new information; it
is just a re-interpretation. Also note that in our logarithmic plots, £(p) will just be the
difference to the diagonal p 7'(1). Efficiency can point out where improvements would
be useful.
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Figure 25.13: Efficiency for the same configurations as in Fig. 25.12 bottom. Note that
the curves contain exactly the same information.

25.7 Other modules

As explained in the introduction, a micro-simulation in a software suite for transportation
planning would have to be run many times (“feedback iterations™) in order to achieve
consistency between modules. For the microsimulation alone, and assuming our 16 CPU-
machine with switched 100 Mbit Ethernet, we would need about 30 hours of computing
time in order to simulate 24 hours of traffic fifty times in a row. In addition, we have the
contributions from the other modules (routing, activities generation). In the past, these
have never been a larger problem than the micro-simulation, for several reasons:

e The algorithms of the other modules by themselves did significantly less compu-
tation than the micro-simulation.

e Even when these algorithms start using considerable amounts of computer time,
they are “trivially” parallelizable by simply distributing the households across
CPUs.®

e In addition, during the iterations we never replan more than about 10% of the
population, saving additional computer time.

In summary, the Transims modules besides the traffic micro-simulation currently do not
contribute significantly to the computational burden; in consequence, the computational
performance of the traffic micro-simulation is a good indicator of the overall performance
of the simulation system.

25.8 Summary

This paper explains the parallel implementation of the Transims micro-simulation. Since
other modules are computationally less demanding and also simpler to parallelize, the

5This is possible because of the specific purpose Transims is designed for. In real time applications, where
absolute speed between request and response matters, the situation is different (Chabini, 1998a).
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parallel implementation of the micro-simulation is the most important and most compli-
cated piece of parallelization work. The parallelization method for the Transims micro-
simulation is domain decomposition, that is, the network graph is cut into as many do-
mains as there are CPUs, and each CPU simulates the traffic on its domain. We cut the
network graph in the middle of the links rather than at nodes (intersections), in order
to separate the traffic dynamics complexity at intersections from the complexity of the
parallel implementation. We explain how the cellular automata (CA) or any technique
with a similar time depencency scheduling helps to design such split links, and how the
message exchange in Transims works.

The network graph needs to be partitioned into domains in a way that the time for mes-
sage exchange is minimized. Transims uses the METIS library for this goal. Based on
partitionings of two different networks of Portland (Oregon), we calculate the number of
CPUs where this approach would become inefficient just due to this criterion. For a net-
work with 200 000 links, we find that due to this criterion alone, up to 1024 CPUs would
be efficient. We also explain how the Transims micro-simulation adapts the partitions
from one run to the next during feedback iterations (adaptive load balancing).

We finally demonstrate how computing time for the Transims micro-simulation (and
therefore for all of Transims) can be systematically predicted. An important result is that
the Portland 20024 links network runs about 40 times faster than real time on 16 dual
500 MHz Pentium computers connected via switched 100 Mbit Ethernet. These are
regular desktop/LAN technologies. When using the next generation of communications
technology, i.e. Gbit Ethernet, we predict the same computing speed for a much larger
network of 200 000 links with 64 CPUs.

[[in particular look at Nurhan’s “mistakes” and clarify this stuff. In particular,
clarify where on a beowulf the time is spent, and how this degrades performance if
one uses a master etc.]]

[[maybe also explain quantify.]]
[[multi-crit metis??]]
[[threads?? at least mention and discuss.]]
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Chapter 26

Distributed computing and truly
distributed intelligence

Once the traffic micro-simulation is parallelized, it becomes considerably more difficult
to add within-day replanning. As long as one runs everything on a single CPU, it is in
principle possible to write one monolithic software package. In such a software, an agent
who wants to change plans calls a subroutine to compute a new plan, and during this
time the computation of the traffic dynamics is suspended. On a parallel computer, if
one traveler on one CPU does this, all other CPUs have to suspend the traffic simulation
since it is not possible (or very difficult) to have simulated time continue asynchronously
(Fig. 26.1 left).

A better approach is to have the re-planning module on a different CPU. The traveler
then sends out the re-planning request to that CPU, and the traffic simulation keeps go-
ing (Figs. ?? and 26.1 right). Eventually, the re-planning will be finished, and its result
will be sent to the simulated traveler, who picks it up and starts acting on it. An experi-
mental implementation of this using UDP (User Datagram Protocol) for communication
shows that it is possible to transmit up to 100 000 requests per second per CPU (Gloor,
2001), which is far above any number that is relevant for practical applications. This
demonstrates that such a design is feasible and efficient.

Race conditions

Some readers may have noticed that success of the re-planning operation is not guaran-
teed. For example, the new plan may say to make a turn at a specific intersection, and
by the time the new plan reaches the traveler, she/he may have driven past that point.
Such situations are however not unusual in real life — how often does one recognize that
a different decision some time ago would have been beneficial. Thus, in our view the
key to success for large scale applications it to not fight asynchronous effects but to use
them to advantage. For example, once it is accepted that such messages can arrive late,
it is also not a problem to not have them arrive at all, which greatly simplifies message
passing.

No memory problems etc.

An additional advantage of such a distributed design is that the implementation of a sep-
arate “mental map” (Sec. 31.3) for each individual traveler does not run into memory
or CPU-time problems. Specific route guidance services can be simulated in a similar
way. Also, non-local interaction between travelers becomes a matter of direct interac-
tion between the corresponding “strategic” CPUs, without involving the rest of the com-
putational engine. This occurs for example for ride sharing, or when family members
re-organize the kindergarten pick-up when plans have changed during the day, and will
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Figure 26.1: Parallel implementation of within-day replanning. LEFT: Implementation
as subroutine of parallel traffic simulation. RIGHT: Implementation via separate plans
server.

necessitate complicated negotiations between agents. However, neither the models nor
the computational methods for this are developed.

Similarity to robot design and humans

This design is similar to many robot designs, where the robots are autonomous on short
time scales (tactical level) while they are connected via wireless communication to a
more powerful computer for more difficult and more long-term time scales (strategic
level); see, e.g., Ref. (Kim, 1997) for robot soccer. Also, the human body is orga-
nized along these lines — for example, in ball catching, it seems that the brain does an
approximate pre-“computation” of the movements of the hands, while the hands them-
selves (and autonomously) perform the fine-tuning of the movements as soon as the ball
touches them and haptic information is available (Sternad). This approach is necessitated
by the relatively slow message passing time between brain and hands, which is of the or-
der of 1/10 sec, which is much too slow to directly react to haptic information (Rothwell,
1994).

That is, in summary we have a design where there is some kind of “real world dynamics”
(the traffic simulation), which keeps going at its own pace. Agents can make strategic
decisions, which may take time, but the world around them will keep going, meaning that
they will have to continue driving, or deliberately park the car. As pointed out, such an
architecture is very well supported by current distributed computers, although the actual
implementation still needs to be done.
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Chapter 27

Traffic flow theory

[[In fact, | need something like simple micro-models, than simple fdyn, then more
micro-models, etc. ??7?]]

27.1 Introduction

This text has started with a minimal representation of traffic on a link, the single-lane
deterministic CA with maximum speed one. We have then explored ways to make that
model more realistic, for example with respect to fundamental diagrams, or with respect
to multi-lane traffic. The focus of this chapter will be to provide some basic underlying
theory. Understanding some theory is necessary in particular if one wants to use simple
models, because then one needs to understand their deficiencies and the consequences of
this.

27.2 Traffic flow measurements

It was already pointed out in Sec. 17.3 that important real world quantities for traffic
are flow and density. A third quantity is speed. In fact, there are two different ways to
measure traffic: space-averaged measurements, and point (= spot) measurements. The
space-averaged measurements are done at specific points in time, and they correspond
to what one is used to from, say, fluid-dynamics. The point measurements are closer to
what is measured in reality: A sensor, e.g. an induction loop, usually covers only a small
amount of space. It is common use to average point measurements over sometime 7", for
example 7' = 60 secor T = 5 min." These differences are not particularly intereresting,
but they are necessary to avoid some caveats.

27.2.1 Speed
The two measurements are:

e Space-mean speed, also called travel velocity:

v = — Vg . (27.1)

1From a theoretical perspective, it is questionable if this averaging is a good idea. It is however necessary
to compare with field data.
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27.2. Traffic flow measurements

Thus, one averages over a stretch of road of length L.

e Point velocity, also called spot speed or instantaneous velocity. We observe at
a fixed position, and we average over the velocities of all vehicles that pass by.
When N is the number of vehicles that passed by, then spot speed is

. 1
o = N Z’ui . (27.2)

One can immediately see that there is a difference between space-mean speed and spot
speed by noting that space-mean speed includes vehicles of speed zero into the aver-
age while spot speed does not. If, however, all vehicles always have the same velocity,
then both measurements lead to the same result. The formal relationship is a bit more
complicated.?

Travel velocity v is the more relevant quantity since L /v is the time an average trav-
eller needs for a distance L. It is also the quantity which is relevant for fluid-dynamical
relations, for example ¢ = pv.

27.2.2 Flow

(also throughput). This is traditionally the most important quantity, since it is easy to
measure (one just has to count the number of passing vehicles at a fixed location), and
it is important for the performance of the transportation system as a whole. In order to
allow comparison, it is often useful to divide flow by the number of lanes. Say that during
time 7" we have measured N vehicles. Flow then is

Ny

- 27.4
T ]\“TI anes ( )

qr

A typical unit of flow is “(number of) vehicles per hour and lane”.

Transportation science also uses the term volume. According to Gerlough and Huber
(1975), this should be reserved to hourly flows (i.e. measured over one hour and ex-
pressed in “vehicles per hour”). Maximum flow is also called capacity.

There is no direct way to measure space-mean flow. However, sometimes it is useful to
use the relation ¢ = pv. We then have
1 h

-_— v; 27.5
L]\(Tl(Ln,FiS = : ( )

qr = pLVL =

where p is taken from the next section.

2Assume that (v;); is a sequence of speed measurements of different vehicles for the space-mean speed.

The probability of a vehicle of veloctiy v; to cross a sensor within a given time period is proportional to v;.
Thus, in order to obtain spot speed from (v; ),, each v; has to be weighted by w; = v;:

Swivg v Y2 -0+ X 1?2 No? + No? _— o?

Vspot = = = = = —_—

spot Zwi Z'L}i Z'L}i Nv v

where o is the variance of the velocity measurement. This confirms that spot speed is larger than space-mean

speed, and the difference increases with increasing velocity fluctuations. — An alternative derivation is, for

example, in (Gerlough and Huber, 1975).

(27.3)
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Figure 27.1: Time series of speed, flow, and density.

27.2.3 Density

Space-averaged density p;, is the number of vehicles on a certain stretch of road, divided
by the length L of that stretch. In order to allow comparison, it is useful to also divide by

the number of lanes:
Nuah

- L Nlanes .
The resulting density is for example given in “(number of) vehicles per km and lane”.

PL (27.6)

Point density has no natural measurement. One can use pr = qr/vr.

An alternative method for point density is the “fraction of time that a sensor is covered
by a vehicle”, also called occupancy. Unfortunately, this quantity is difficult to obtain
from a time-discrete simulation. Since the duration a sensor is covered by a vehicle is
£; /vi, the correct measurement in a simulation would be [[check]]

1
pPT = T Z&/l’l . (277)

In the CA context, ¢; = const = 1. In field measurements, it is usually impossible
to obtain ¢; for each vehicle, which means that an exact translation of occupancy into
density is impossible.

27.3 Fundamental diagrams

As already stated in Sec. 17.3, often speed, flow, and density are not simply plotted as
time series, but the relations between them are plotted as so-called fundamental diagrams.
Typical fundamental diagrams are speed or flow as the function of density or occupancy.
Fig. 27.2 shows the fundamental diagram of flow vs. density obtained from the data of
Fig. 27.1. Plausibly, flow is low at low densities (because no vehicle is on the road),
and it is low at high densities (because all vehicles are stuck). The behavior in between
is however more complex than one maybe would expect, and no complete theoretical
explanation is available (Kerner and Rehborn, 1996b; Daganzo et al., 1999; Jost and
Nagel, 2003).

[[Some of this will be discussed in Sec. ?7]]
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Figure 27.2: Fundamental diagram of flow vs. density from the measurements of
Fig. 27.1.

27.4 Car following

27.4.1 Reaction time argument for car following

Any more realistic car micro-simulation first needs to have a method for simple car fol-
lowing. Such methods can be developed on single-lane loops, similar to a single-lane
race track. A good way to start is the rule of thumb of “two seconds time headway”,
that many of us learn at driving school. We are supposed to have two seconds between
the time when the car ahead passes a certain location, and the time when we pass it.
The reason for this is related to our reaction time. If the car ahead starts braking really
hard right when its back bumper is at that location, and if, after a reaction time, we start
braking when our front bumper is at that same position, we will barely avoid a crash
(see Fig. 27.3). Thus, time headway needs to be larger than reaction time, which trans-
lates into a space headway proportional to speed. As a consequence, most car following
models have as their most important term one that makes the velocity a roughly linear
function of the space headway or gap, although usually a reaction delay of one instead
of two seconds is used.® All car following models based on this principle have a simi-
lar dynamical behavior. For example, the transition from laminar to start-stop traffic is
similar for all these models (Krauf et al., 1998). Car following models which are used in
micro-simulations are usually designed to be free of accidents.

27.4.2 Discrete space and discrete time: Cellular automata rules

Incarnations of car following can use continuous or discrete time, and continuous or
discrete space. While continuous space and continuous time is more realistic, discrete
space and time are more natural for a digital computer. And recent research has shown
that, in the spirit of Statistical Physics, extremely simple and even unrealistic rules on the
microscopic level can still lead to reasonable behavior on the macroscopic level (KrauB,
1997; Nagel, 1996, 1999; Nagel et al., 1998; Brilon and Wu, 1998). In consequence,
cellular automata (CA) techniques, which are discrete in space and time, plus have a
parallel local update, can actually simulate traffic quite well. They also have a didactic

3“Gap” denotes the space from my front bumper to the rear bumper of the car ahead, sometimes minus
some safety space one would like to have. Space headway is used less uniformly; for example, it sometimes
denotes the front-bumper-to-front-bumper space, thus including the length of the car ahead.
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Figure 27.3: Reaction time argument. The left figure shows the trajectories of the front
bumpers of two vehicles. At ¢;, the leader starts breaking; at ¢, she has come to a
standstill. The follower starts breaking at ¢1+t,..;; and since his breaking follows exactly
the same characteristics, he comes to a standstill at ¢5 + ¢,..:. The right figure shows the
same, with vehicle outlines superimposed. If at ¢; + ¢,..;, the follower’s front bumper is
beyond where the back bumper of the leader was when she started breaking, and accident
cannot be avoided (but happens slightly later).

advantage, since coding many aspects of traffic flow such as car following, lane changing,
or gap acceptance, is straightforward with a CA approach.

Deterministic traffic CA

As already discussed in Secs. 7 and 17, typical CA for traffic represent the single-lane
road as an array of cells of length ¢, each cell either empty or occupied by a single vehicle.
Vehicles have integer velocities between zero and v, ... A possible update rule is (Nagel
and Herrmann, 1993)

(l) Ut4+1 = Inin[g, (e 17 Um,ux]
(@) i1 =2 + Ve

g is the number of empty cells between the vehicle under consideration and the vehicle
ahead, and v is measured in “cells per time step”.

As will be discussed below, this model has some important features of traffic, such as
start-stop waves, but it is unrealistically “stiff” in its dynamics.

As also already discussed in Sec. 17, ¢ is the length a vehicle occupies in a jam, it is often
taken as ¢ = 7.5 m. In order to get realistic results, a time step of one second is a good
choice (remember the reaction time), and then v,,,,.. = 5 corresponding to 135 km/h is
a good choice. In applications, v,,.. can be set according to a speed limit on the link.
Note that in the traffic CA community distances and speeds are often given without units,
which means that they refer to “cells” or “cells per time step”, respectively.

This rule is similar to the CA rule 184 according to the so-called Wolfram classification
(Wolfram, 1986); indeed, for v,,,, = 1 itis identical.

It turns out that, after transients have died out, there are two regimes (Figs. 27.4 and 27.5):

e Laminar traffic. All vehicles have gaps of v,,,... or larger, and speed v,,,4... Flow
in consequence is ¢ = p Vmaz-
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Figure 27.4: Space-time plot of deterministic CA. Each line a configuration of the simu-
lated road; traffic goes from left to right; time is going downward. Numbers denote the
velocity for the next movement (in cells per time step). TOP: Laminar traffic. BOTTOM:
Congested traffic. Some trajectories are added to guide the eye. Note that the structures
move backwards while the vehicles themselves move forwards. These structures are what

the deterministic CA model generates in terms of traffic jams.
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Figure 27.5: Fundamental diagram for the deterministic CA.

e Congested traffic. All vehicles have gaps of v,,,,, or smaller. It turns out that
they allways have a speed equivalent to their gap. This meansthat > v, = > ¢; =

Nyen, x {g). Since density p = 1/({g) + 1), this leads to

g=pv=1—p.

The two regimes meet where p v,,4. = 1 — p, i.€. at

B 1
Px = Vmaz + 1
This is also the point of maximum flow, with
_ Umax
qmaw - UT”/(I“,L. + 1 .

Stochastic traffic CA (STCA)

One can add noise to the CA model by adding a randomization term:

(27.8)

(27.9)

(27.10)
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(1b) With probability p,ise d0O: v;11 = max[vi4q — 1,0] ; the “max” is needed to
prevent negative speeds.

This makes the dynamics of the model significantly more realistic (Fig. 27.6). p.,0ise =
0.5 is a standard choice for theoretical work; as already discussed in Sec. 17.3, p.oise =
0.2 is more realistic with respect to the resulting value for maximum flow (capacity).
The stylized fundamental diagram for the STCA looks the same way as the fundamental
diagram for the deterministic CA, i.e. as Fig. 27.4. Despite the same shape, the value
of maximum flow will however be much lower than with the deterministic CA: about
2000 veh/hr for the STCA with v,,4,, = 5 and pyise = 0.2 (Fig. 17.1) in contrast to
5 veh/6 sec = 3000 veh/hr (EQ. 27.10) for the deterministic CA with v,,,,., = 5.

Slow-to-start rules for STCA

Real traffic may have a strong hysteresis effect near maximum flow; there is however
no agreement among researchers if or under which circumstances this effect truly exists.
If it exists, it looks as follows: When coming from low densities, traffic stays laminar
and at free speed up to a certain density p> (see Fig. 27.7). Above that, traffic “breaks
down” into start-stop traffic. When lowering the density again, however, it does not
become laminar again until p < py, which is significantly smaller than p,, up to 30%
(Kerner and Rehborn, 1996a,b). This effect can be included into the above rules by
making acceleration out of stopped traffic weaker than acceleration at all other speeds,
for example by:

o if (ut =0and g; < 1) then v =0
o else vy = minfge, vr + 1, Vmaa)-

This means that the vehicle needs a larger ¢ than before to start moving. Such rules are
called “slow-to-start” rules in the physics community (Barlovic et al., 1998; Chowdhury
et al., 1999).

Time-oriented CA (TOCA)

A modification to make the STCA more realistic is the so-called time-oriented CA (TOCA)
(Brilon and Wu, 1998). The motivation is to introduce a higher amount of elasticity in
the car following, that is, vehicles should accelerate and decelerate at larger distances to
the vehicle ahead than in the STCA, and resort to emergency braking only if they get
too close. For the TOCA velocity update, the following operations need to be done in
sequence for each car:

1. if (g > v - 7y ) then, with probability p,.,
vi=min{v + 1, Vymaz } ; (27.11)

2. v:=min{v, g}
3. if (g < v -7y ) then, with probability p,.,
v:=max{v—1,0}. (27.12)

Typical values for the free parameters are (puc, pac, 7w) = (0.9,0.9,1.1). The TOCA
generates more realistic fundamental diagrams than the original STCA, in particular
when used in conjunction with lane-changing rules on multi-lane streets.
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Figure 27.6: Space-time plot of stochastic CA. Each line is a configuration of the simu-
lated road,; traffic goes from left to right; time is going downward. TOP: Laminar traffic.
BOTTOM: Jam out of nowhere leading to congested traffic.
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Figure 27.7: Stylized fundamental diagram for slow-to-start STCA.

Dependence on the velocity of the car ahead

It makes sense to assume that velocity difference between vehicles should be included.
The idea is that if the car ahead is faster, then this adds to one’s effective gap and one may
drive faster than without this. In the CA context, the challenge is to retain a collision-free
parallel update. Wolf (1999) achieves this by going through the velocity update twice,
where in the second round any major velocity changes of the vehicle ahead are included.
Barrett et al. (1996) instead additionally look at the gap of the vehicle ahead. The idea
here is that, if we know the gap of the vehicle ahead, and we make assumptions about the
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27.4. Car following

driver behavior of the vehicle ahead, then we can compute bounds on the behavior of the
vehicle ahead in the next time step.

Theory

CA rules can also be analyzed analytically, by means of statistical techniques which look
at sequences of configurations of the dynamical evolution of the system (e.g. Schad-
schneider and Schreckenberg, 1993; Schadschneider, 1998; Chowdhury et al., 2000).
Note that this is possible because the cellular approach makes the dynamical states count-
able: There is only a finite number of possible states for a given number of cells.

27.4.3 Continuous space and continuous time

Making both space and time continuous results in coupled differential equations. Such
models for car following were established quite some time ago (e.g. Gerlough and Huber,
1975, and references therein). Most of them also use in one way or other the reaction
time argument of Sec. 27.4.1 (as they should). For example, one could use

v(t+7) = aAx(t), (27.13)

where Az is the distance to the car ahead.* This just means that, after some time de-
lay, our velocity is proportional to Az, as it should be according to the reaction time
argument.

One can expand v(t + 7) = v(t) + 70(t) + ..., drop second order terms, and rearrange,
resulting in

o(t) = % (oz Ax(t) — 1)(t)> (27.14)

That is, we adjust our velocity change so that we are adjusting towards the “correct” ve-
locity v = aeAz. Eqgs. (27.13) and (27.14) do not in general generate the same dynamics,
in spite of having the same dynamic origin.

A generalization of Eq. (27.14) is to replace o Az, with a function V (Ax(t)):

o) = 1 <V(A:1;(t)) - «U(t>> (27.15)

T

We will need this again later.
[[bando ref]]

The “classic” car-following model family (Gerlough and Huber, 1975) comes from
taking a time-derivative of the reaction-time relation Eq. (27.13), leading to

o(t+7) = alAo(t) . (27.16)
After adding some more or less plausible prefactors, this leads to

[o(t + 7))

@(t—f—T)zaw

Auv(t) . (27.17)
These models are however unstable (e.g. Nagel et al., 2003). The reason behind that is
that they allow vehicles to follow each other at extremely close distances with very high
speeds as long as there is no velocity difference between them: From Av = 0 follows

4Car-following models have a tendency to not distinguish cleanly between g (which is space between cars)
and Az (which is usually front-bumper-to-front-bumper distance). As long as vehicles do not pass each other,
these differences are indeed irrelevant.
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27.4. Car following

© = 0. Once a small velocity difference shows up, they react with violent fluctuations.
Note that neither Eq. (27.13) nor (27.14) allow such a solution.

For computer implementations, models with continuous time are inconvenient, since time
needs to be discretized in one way or other. Because of the reaction delay, many of these
car-following equations are delay equations, where considerable effort needs to be spent
for faithful numerical results. Given this observation, it seems to be simpler to build
models that use discretized time to their advantage (see next section). This is not to
say that continuous car-following models are useless; indeed, they continue to contribute
to our understanding of the matter (e.g. Bando et al., 1994, 1995). We would expect,
however (see below), that any faithful discretization of these equations will run a lot
more slowly on a computer than the model presented in the next section, which explicitly
uses discrete time.

Another possible implementation of continuous space and time would be event-driven.
This works best when particles move with constant velocity for periods of time, inter-
rupted by events where they change it. Molecular dynamics with hard core interactions
is an example. Since human driving behavior can probably indeed be characterized like
that (Wiedemann, 1994), this should be a promising approach. However, parallel im-
plementations of event-driven simulations are hard and therefore large scale simulations
currently not done with this method.

27.4.4 Discrete time and continuous space car following

A disadvantage of the CA approach to traffic is that the coarse-gained description makes
fine tuning of many properties difficult. For example, it is difficult to represent fine-
grained differences in speed limits, or different acceleration profiles.

On the other hand, the use of coupled ordinary differential equations turns out to be
inconvenient for traffic simulations, in particular because of the explizit handling of the
reaction time, which means that for numerical integration one needs to maintain the entire
dynamical history between ¢ and ¢ — 7 in increments of the time discretization At¢. There
are however also models that are continuous in space but coarse-grained discrete in time
which work extremely well for traffic (Gipps, 1981; KrauB, 1997; Kraul? et al., 1997;
Yukawa and Kikuchi, 1995; Sauermann and Herrmann, 1998). The reason for this is
that drivers have a reaction delay of about one second, and it is advantageous to use this
reaction delay as the time step for the micro-simulation. From a practical point of view,
traffic models which use discrete time but continuous space are numerically as efficient
as the CA models but are much easier to calibrate. Obviously, a multitude of models
is possible here — as is with CAs. We want to concentrate on a single model, a model
described by Krauf’ (KrauB, 1997; Kraul} et al., 1997). This model is particularly well
understood.

The approach starts again from the reaction time argument (Sec. 27.4.1), this time taking
into account the possibility that the two cars can have different velocities. This results in
the condition that one’s braking distance plus the distance that one drives until one reacts
should be smaller than the braking distance of the car ahead plus the space in between
the two vehicles. Formally, this yields

dv)+vT <d(®)+yg, (27.18)

where d(v) is the braking distance of a car moving with speed v, 7 is the reaction time,
¢ is the distance to the car ahead, and © is the speed of the car ahead (“leader”).®

5Note that this formulation includes the effect of different velocities, but it assumes that acceleration of the
follower is zero (?).
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Derivation of the safe velocity

Let us first Taylor-expand the function d(v) describing the braking distance around the
operating point 7 := (v + ©)/2, where v and © are again the velocity of the follower and
leader, respectively:

2
d(v) = d@) + (v — ) d'(T) + % 4" (@) + 0 ((v - 5)3) .
Inserting this into Eq. 27.18, one obtains first
(0-0)d' @) +vr < (-0)d @) F+g
and then
vd (@) +vr <od (@®D+g. (%)
Note that this is correct up to and including second order, since the second order terms

cancel out.
Next, we note the kinematic relation

Lamy= T

dv b(v)

Where b(v) is the deceleration of the car. This relation can be easily derived when one
lassumes a constant b until the car is stopped, but is also true for an arbitrary braking
profile b(v).

Inserting this into Eq. (x) and rearranging terms yields

d (@) =

<H4 g—oT
v v — 0 -
- T+ 7/b(V)

Showing the collision freeness

In continuous time and after the assumptions made, the above is the condition for|
collision-free driving. This is true also for the discrete analogue of this formula, pro-
\vided the step-size h is smaller than 7: First, in general one obtains for the gap

Jith =gt +h (17z+h - Ut+h) .

/After using Eq. (27.19) of the main text, rearranging terms, and using the notation &; :=|
lgt — h Ut one gets

h T—h
>e(1- h© ,
e *&( T+5/b> * R

amap & — &(t+ h). Thus, h < 7 is a sufficient condition to ensure that if & > 0,
then &t + h > 0, meaning that & > 0 for all ¢ if £,.—¢ > 0. Because of the definition
of &, this ensures that g; > 0 forall ¢ > 0.

Figure 27.8: Derivation of the model by Krauss.

This can be used to derive (see Fig. 27.8) a simple update scheme for the dynamical state
of a car:

Vaate = B+ %t/;—f: (27.19)
Vdes = min{v; + ah, Vsafe, Umax } (27.20)
Vern, = max{0,v4es —€an} (27.21)
Teyn = X+ hvep . (27.22)

v = (v + 0)/2 is the average velocity of the two cars involved, a is the maximum
acceleration of the vehicles, b their maximum deceleration, e is the noise amplitude, and
7 is a random number following a flat distribution in [0, 1].

The terms can be interpreted as follows:
e The first rule (i.e. Eq. 27.19) can be rewritten as

Vsage = o L+ (1 - a) 7, (27.23)
T
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with
1

T o/br)+ 1
[[check on paper]] That is, v, s is a weighted average of g/ and ¢. For o < 1,
the velocity of the car ahead is added to the calculation in the following way: If the

car ahead is faster, then one can be a little faster than allowed by the gap alone; if
the car ahead is slower, then one needs to be slower than allowed by the gap alone.

o (27.24)

Note that for « = 1 and 7 = 1 we recover the STCA rule.

e The second rule (i.e. Eq. (27.20)) just states that the velocity is limited by the
desired acceleration a, by the safe velocity v..s. as calculated above, and by the
maximum velocity v,,, 4. -

Note that this is the same as the CA rule.

o In the third term, noise » is added by randomly making the vehicle slower than
so far calculated. » denotes a random variable between zero and one, ¢ is a noise
scaling factor.

Again, this is the same as the CA rule.

e The fourth term denotes the forward movement.

For i < 7 one can show that this model is free of collisions (Fig. 27.8); normally, one
uses h = 7. Typical values for (a, b, ¢) are (0.2,0.6, 1).

27.5 Kinematic waves and fluid-dynamics

27.5.1 The Lighthill-Whitham-Richards equation

The intuition for kinematic waves is easy to understand. Start with five vehicles of ve-
locity zero in five adjoining cells. In the first time step, only the first vehicle can move.
In the second time step, the second vehicle can start, etc. However, in the meantime it
can happen that another vehicle joins the queue at the tail.

Given the right conditions (more vehicles joining at the tail than leaving at the head), this
results in a cluster of vehicles of velocity zero and that cluster will move against the traffic
direction. Note that the vehicle composition of this cluster is constantly changing — from
the perspective of a driver, you join the jam from the end, the jam “moves through you”,
and then you can start again (look at the two trajectories in the lower part of Fig. 27.4 for
an illustration). This is a standard wave phenomenon.

A detailed introduction into such waves can for example be found by Haberman (1977).
Here, we will just [[word?]] give an overview for people who have some prior knowl-
edge about partial differential wave equations.

One way to see all the connections [[word?]] is to start from the standard equation of
continuity, which needs to be fulfilled as long as our traffic obeys mass conservation (no
vehicles leaving or joining). This equation is

(equation of continuity). This equation can be easily understood when it is discretized
(with discretization constants At = 1 and Az = 1):

Neaa(w) = Niw)~ (aat 5)~ (o —3)) = Nela) el —5) —ailat ) (27.26)
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Figure 27.9: lllustration of Eq. (27.26).

where N;(x) is the number of vehicles in a spatial interval of size Az = 1. The notation
mirrors the computational implementation, where the spatial index would be represented
by an array index, while the temporal index would typically not show up at all. The
equation states that the number of vehicles at time ¢+ 1 is equal to the number of vehicles
at time ¢, plus what flows in from the left, and minus what flows out to the right.

We now need a relation between ¢ and p. Let us assume that ¢ is a function of p only,

i.e. the total differential is dq = g—q dp. The meaning of this (instantaneous velocity

adaptation) will be discussed below. The resulting theory is also called the Lighthill-
Whitham-Richards (LWR) theory (Lighthill and Whitham, 1955). [[Richards ref]]

The equation of continuity can immediately re-written as

]
Bip + %(p) dup =0 (27.27)

(LWR equation), where ¢(p) is some externally given but as of yet unspecified function.

27.5.2 Linearization

Since we now have a fully defined partial differential equation, we can try to understand
some of it. A typical first step is “linearization”. For this, p is replaced by p + p’, with
0/p = 0 (stationary) and 0, = 0 (homogeneous); this is always possible. One now
assumes that p’ is small. Functions in p are Taylor-expanded:

dF
F(p)=F(p) + p/Tp(ﬁ) + o (27.28)
in our case, we need F' = dgq/dp. This results in
dq ,_ d?q,_
"+ (= —— )00 =0. 27.2
o'+ (g, () + 0 G5 (P - ) Oupf =0 (27.29)
Finally, higher-order terms (i.e. which contain products of p’) are dropped, resulting in
Oip + @(ﬁ) 0.0 =0. (27.30)
dp

This is now a linear equation in p’, since in each term p’ occurs at most once. In such
cases, one knows that one can make the ansatz

pl = Aelwt—ke) (27.31)
If one has never seen this before, it is probably impossible to explain this in two minutes.®
Inserting Eg. (27.31) into Eq. (27.30) leads to
dq

w— d—p(ﬁ) k=0 (27.33)

5There are several elements:
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tangent slope positive:
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waves travelling backward
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Figure 27.10: Phase speeds of kinematic waves

and therefore to

w dq,._
= — = — . 27.34
= dp(/’) (27.34)

This is the phase velocity of the travelling wave. That is, this wave will travel in traffic
direction when ¢(p) is increasing (%(ﬁ) positive), and against the traffic direction when
q(p) is decreasing (Fig. 27.10).

27.5.3 Macroscopic shocks

Linearization is not very useful for traffic, since it assumes small p’, which is often not
fulfilled in traffic. Let us thus look at a macroscopic front with speed c. Let us go to the
same reference system as the front. In that reference system, the flow to the left of the
front needs to be the same as the flow to the right of the front, because otherwise there
would either be an excess or a lack of “material” at the front. Let us denote variables in
the reference system of the front with a tilde. In equations, the statement means

@ =qr - (27.35)

Now ¢ = p 0, where the density p does not need a tilde because it is independent from
the speed of the reference system. That is, one has

PLOL = pr Uy . (27.36)
For the translation into a non-moving coordinate system, one has © = v+ ¢, and therefore
pi (v +¢) = pr (vr + ) (27.37)

Rearranging yields

p e AG (27.38)

pL— pr Ap

One can see geometrically that this is just the slope of the line connecting the correspond-
ing points on the fundamental diagram (Fig. 27.11).

e The notation using the complex number 7 essentially means an equation of type
p' = A cos(wt — kx) . (*) (27.32)
What is missing in this simplification is the so-called phase information.

e Eq. () is a wave equation. As one can easily verify, it has wave length 27 /k, that is, the function is
periodic under additions of 27 /k to . k is called the wave number. Similarly, the function is periodic
under additions of 27 /w to ¢; w is called the frequency.

e One can also verify that, say, a wave crest travels with velocity ¢ := w/k. In Eq. (%), attime ¢t = 0
there is a wave crest at position z = 0. At time ¢, the wave crest is where wt — kx = 0, which means
a velocity =/t = w/k.
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Figure 27.11: Speed of discontinuous fronts

27.5.4 The deterministic CA in terms of kinematic waves

We can now analyse our deterministic CA (Sec. 27.4.2) in terms of kinematic waves (see
also Fig. 27.5):

e In the laminar regime, we have dq/dp = v.,q.. This means that our waves have
the same speed as the traffic — that is, they are the “clusters” or “platoons” of cars.

o In the congested regime, dgq/dp = —1. This can be seen in the space-time diagram
via the fact that the “patterns” move backwards one cell in each time step (Fig. 27.4
bottom).

e With respect to our introductory problem with the five cars: The jam has density
= 1 and speed v = 0, thus also ¢ = 0. Outflow from the jam is eventually at
U = Upaz aNd p = 1/(vmas + 1) (this can be seen by following the dynamics). In
consquence,
A )y naxr //V’HI,(L(I? 1 -
A4 _ Vmaz/Wmae £ 1) =0 _ (27.39)
A/) 1/(Um(m’, + 1) -1
Thus, the downstream front of the jam moves backwards with speed ¢ = —1. —

One could also have seen that by noticing that the outflow is equal to the maximum
flow in this model, and then do the geometric solution similar to Fig. 27.11.

[[might be good to do xfig here too]]

The inflow is somewhere on the “laminar” branch of the fundamental diagram.
That means that the slope of the line connecting to (p = 0,¢ = 0) is either —1
or less steep. The inflow front thus moves backwards with speed 1 or less — that
is, the jam will eventually vanish except when inflow is exactly equal to maximum
flow.

One can treat queues at traffic lights similarly. While the traffic light is red, ¢, = 0 and
thus the outflow front does not move (which we know since the first car is waiting at the
red light). The inflow front moves backwards with ¢;,, = ¢;n/(pin, — 1).

Once the traffic light turns green, the outflow front now moves backwards with —1, while
the inflow front keeps moving backwards with ¢;,,. The situation remains like that until
the outflow front catches up with the inflow front. And if the traffic light turns red before
that, one needs to include that effect (Fig. 27.12).

27.5.5 More advanced fluid-dynamical models

The kinematic theory is entirely sufficient to understand the most important theoretical
aspects of traffic flow. This section goes a little bit beyond that, by providing an outlook
what else could be done.
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Figure 27.12: Traffic light in terms of kinematic waves

The STCA and in particular the slow-to-start model are not entirely described by the
kinematic theory. This is in part due to the stochastic elements, which are not captured
in the equation. It is also due to the hysteresis which is displayed by the slow-to-start
model (Fig. 27.7) but not by kinematic theory. This motivates to look for fluid-dynamical
equations for traffic that capture effects beyond the kinematic theory. Two extensions of
the kinematic theory will be discussed.

Addition of diffusive terms

Diffusive terms can be justified for many reasons. The result is an equation like
dip + 0pq = DO?p . (27.40)
The wave solution after linearization now is [[check]]
pl = Ae Dt gilwt—ka) (27.41)

which means that it has the same phase velocity ¢ = dq/dp as before but in addition a
decreasing amplitude — waves slowly die out.

Addition of inertia

Above, we have assumed that flow ¢ is a function of the density p only. This is in general
not true — if a driver suddenly comes into denser traffic, she/he will need some time to
adjust; the same is true if density suddenly decreases. That means that velocity will be
delayed in its adaptation to density.

A way to capture this is to add an equation for the velocity. One can for example use the
car following equation (27.15)

Dv 1
a= o= <V(A.L) - U) . (27.42)
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The translation of the particle-oriented Dv/ Dt into the fluid-dynamical 0,v + v 0,v
yields

1
D0+ vDpv = — (V(AJ:) - v) . (27.43)

T

We need however 1 (p) instead of V' (Az), and we also need p measured at the location
of the vehicle and not in the middle between two vehicles, where Az is measured.” This
is the mathematical reason for what is usually called the anticipation term

(12
— L 9,p. (27.46)
P

If density goes up in the driving direction, then 0,p is positive, thus the term causes
negative acceleration, which is plausible.

In addition, we will again add a diffusion term, » 92v. Overall, one obtains the momen-
tum equation

2
(V(p) - v) . (;0 Oup + 100 . (27.47)

Ov +v0,v =

N

Note that we still need to specify V' (p), which is the same information as ¢(p) introduced
after Eq. (27.25). The only difference is that we now allow that it can take some time
until velocities have adjusted accordingly. Indeed, the relaxation time is 7. If we let 7 go
to zero, then the momentum equations becomes v = V(p), which means instantaneous
adaptation.

There is quite a lot of theory about this equation and its meaning for traffic (e.g. Helbing,
1997; Kerner, 1998). Much of the behavior of the micro-simulation models can be ex-
plained using these equations; in fact, much of it was first observed in the fluid-dynamical
equations. This, however, would be a full class in traffic flow theory and would thus go
beyond the scope of this text.

[[breakdown and recovery. do I really want that for this text?]]

27.6 Capacities, especially at bottlenecks

An important concept is capacity. The capacity of a link is its maximum flow. As we see
from our fundamental diagrams, this looks like a fairly well-defined quantity. For field
measurements, a question is which time averages one wants to use. Another question
comes up when traffic can “break down”, something that we have not discussed in this
course.

However, in city traffic, the main obstruction to flow is not the dynamics along the link,
but the dynamics at intersections. As an approximate number, an unobstructed link
has a capacity of 2000 vehs/hour/lane. If at the end of the link we have a traffic light

Linearization yields

V(p(Az/2) = V(p(0) + — - W Oup + ... (27.44)

The second term (“anticipation term”) is usually approximated by

(32
~9Da,p (27.45)
P

in analogy to the sound wave solution of the Navier-Stokes equations. [[fig for this?]]
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Figure 27.13: Fundamental diagrams when node capacity is smaller than link capacity.

which is green half of the time, then the result will be a link capacity of approximately
1000 vehs/hour/lane. This is a time-averaged number; we have already learned how to
describe queue dynamics at traffic lights more realistically via kinematic waves. Here,
we will however use the time-averaged description.

If, via the link, there are more cars flowing towards the node than the node can process,
then a queue will form. The density inside that queue can be found via the fundamen-
tal diagram by going to the high density branch for the given node capacity (point “A”
in Fig. 27.13). In consequence, in a situation where the node capacity is smaller than
the link capacity, certain density ranges of the fundamental diagram do not occur under
steady state conditions.

27.7 Cost-flow curves for static assignment

Traditional models for transportation planning, called “static assignment”, do not use any
representation of link dynamics at all. The purpose of this section is to explain the traffic
dynamics representation of static assignment, and how that relates to the traffic dynamics
we have seen so far.

Quite in general, any assignment method needs to be able to calculate link travel times
from demand for traffic on a link. Intuitively, travel times increase with demand. The
problem seems to be to find a good equation for that — it will however turn out that there
is no simple solution.

Static assignment generates steady state solutions. So from a dynamic point of view,
steady state assignment would be a better name. This means that continuous streams
of traffic are fed into the system at the origins, and they move via their routes to their
destinations, where they are removed. In consequence, demand for a link comes as a
flow. So for a simple demand-cost relation we need to find link delay as a function of
link flow.

This is actually similar to electricity, where steady-state currents follow an equilibrium
pattern through a network according to Kirchhoff’s laws. The cost function is Ohm’s
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Figure 27.14: llustration of steady-state network flow.
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Figure 27.15: Construction of v(¢) and thus T'(¢) for link dynamics. Starting points are
the v(p) diagram at the left and the ¢(p) diagram at the top.

law, U = RI. With constant R, cost is proportional to flow, but R can also depend on 1,
making this non-linear. The main difference to steady state assignment is that in traffic
the particles have fixed destinations which cannot be interchanged.

Now let us construct link travel time as a function of steady state flow for link dynamics.
We start from simplified link fundamental diagrams v(p) and ¢(p), see Fig. 27.15 left
and top, where dashed lines are used in the congested regimes. One can construct or
calculate v(q) from that (center right in Fig. 27.15). Link travel time is 7'(¢) = L/v(q);
a sketch of this is shown at the bottom of Fig. 27.15.

A problem with this is that there is in general either more than one or no velocity/time
value for every given flow value. Looking at the case where the node capacity is the
restricting quantity (Fig. 27.16), we see that the problem remains similar for that case.
The normal simplification for static assignment has been to only use the upper branch of
v(q), which corresponds to the lower branch of T};,,.(¢). This results in functions 7'(q)

file: book.tex, p-27-19 January 31, 2005



27.7. Cost-flow curves for static assignment

flow

e ——
=
2 e
° e
L~
-
o °
2 gl
& i} - 5 .
.. P
- -
density flow
b
AN
>
link ttime ‘“x
in ] .
propto 1V S

flow

Figure 27.16: Construction of speed and link travel time as function of flow, now for a
link with a bottleneck at the end. Inputs are the speed-density relation on the left and the
flow-density relation on the bottom.

which in general start at the free speed travel time for zero flow, and which increase with
increasing flow, which is plausible.

However, what happens if the assignment model assigns more flow to a link than capacity
cap? We know that this is dynamically impossible under steady state conditions. So
the only consistent choice for this situation is to set the link travel time to infinity for
q > cap. This is in fact what static assignment models essentially do, except that they
use a smooth function (i.e. no jump at ¢ = cap). The main difference between different
cost-flow-curves is which cost they give to assigned flows above capacity.

In that sense, it is more reasonable to think about capacity for static assignment as just a
free parameter of a cost-flow curve. The calibration of a cost-flow curve is quite difficult,
and given the fact that there is no dynamical basis for such a curve, it is clear that it has
to be more an art than a science. Nevertheless, the resulting models work quite well, and
in spite of knowing better from a theoretical perspective, it is difficult to come up with
models that work better in practice.

So far, we have described steady state traffic dynamics and how they are mapped on
cost-flow curves for steady state assignment. We have described that one aspect that
such models do not pick up are queues upstream of bottlenecks. Note that such queues
can well exist under steady state conditions; they violate however the condition that there
should only be one velocity/travel time value for each flow value.

There are dynamic aspects of traffic that steady state models cannot pick up at all. A
typical scenario is that we have a wide freeway eventually ending in a bottleneck. During
rush-hour build-up, the freeway may be used at capacity, resulting in a growing queue at
the bottleneck, which will not vanish until the end of the rush period (Fig. 27.17). The
steady-state solution would not allow that amount of traffic for the freeway. So here lies
one of the reasons why assigment models that are used in practice allow flows above
capacity.
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Figure 27.17: A freeway ending in a bottleneck.

There have been attempts to make static assignment models dynamic by solving separate
models for several time slices. It is clear that from a dynamical perspective this is not
a realistic solution — e.g., the above example with the freeway being used above the
bottleneck capacity could still not be picked up.
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Chapter 28

Static assignment

28.1 Introduction

The traditionally (and currently) most important method for transportation planning is
Static Assignment. As said in Sec. 27.7, from our point of view a better word might be
Steady State Assignment, since the assumption is that one has constant traffic streams. In
fact, the model is very similar to steady state current calculations for electricity or water,
where electrons or water molecules enter the system at certain points and are removed at
certain other points. The main difference is that for traffic the particles have destinations
which they need to reach, which means that in traffic we cannot exchange particles.

This is an extremely basic introduction into static assignment. An introduction at the
same level, but with much more material in particular with respect to the history of static
assignment, can be found in (Ortlzar and Willumsen, 1995). A comprehensive but still
didactic treatment is in (Sheffi, 1985).

28.2 Equilibrium principle

The steady state assignment of electric or water currents to a network follows an equi-
librium principle: Along any path through the network, the sum of the voltages is the
same. This means that the amount of energy (cost) necessary to go from one point in the
network to another one does not depend on the path.

For traffic, the situation is similar, except that our particles have destinations. We thus
characterize particles/streams by their (origin,destination) (OD). Only particles which
have the same origin and the same destination are treated as interchangeable.

The equilibrium principle is stated as

Under equilibrium conditions traffic arranges itself in such a way that no
individual trip maker can reduce his/her path costs by switching routes.

This is Wardrop’s (first) principle.

If all trip makers perceive the same cost functions, then one can move the point of view
from individual travelers to OD flows:

Under equilibrium conditions traffic arranges itself such that all used routes

between an OD pair have equal costs while all unused routes have a cost
equal to that or greater.

28-1



28.2. Equilibrium principle
A /\
B

Figure 28.1: Three different path flows connecting A and B.

The idea behind this is: If, for a given OD pair, there is a faster path, then people will
start using it, thus making it slower. This process will stop once the new path is as slow
as the other paths which are used for this OD pair.

For a mathematical formulation, one needs notation:
e q,: Flowonlink a.* q = (g1, g2, ...) is the vector of all link flows.

e 1, = t,(q,): Link travel time, as a function of the link flow. Remember that we
have discussed (Sec. 27.7) that such a function does not exist if one looks at the
full dynamics. This is the main “problem’ with static assignment.

e ()"° OD flow from r to s (OD matrix).

e There are usually multiple paths p from r to s. f"*? is the path flow of path p (see
Fig. 28.1). In consequence:

S ofrer=Qre. (28.1)

p

We also reasonably assume that path flows cannot be negative:

frer > 0. (28.2)

e 0/%P indicates if path rs, p uses link a or not:

rs,p _ [ 1 ifused 2
Oa {U if notused - (28.3)

e The link flow is the sum of all path flows which use that link (Fig. 28.2):
Qo= [T PO (284)

rS,p

e %P js the cost of path rs, p. It is the sum of all link cost contributions:

TSP — Z ta O7°P (28.5)

The translation of Wardrop’s equilibrium principle into our new notation means that we
we are searching for an assignment of the OD streams to the network so that we have

(28.6)

osp = c"s if path p used for rs
} > ¢"* if path p not used for rs

1Conventionally, one uses = here; | will use ¢ because that’s what we have used in traffic flow theory.

file: book.tex, p.28-2 January 31, 2005



28.3. Beckmann’s mathematical programming formulation

Figure 28.2: A link flow consisting of three path flows.

28.3 Beckmann’s mathematical programming formula-
tion

Define a function

z(q) = Z ‘/Oiqa to(w)dw . (28.7)

The sum is over all links a; for each link, we integrate over the travel time as flow
increases, up to the flow ¢, actually used on that link.

This is a function which maps high-dimensional space into a scalar number. The number
of dimensions is the number of links in the network.

I am not aware of an intuitive motivation for this function. It just turns out that it works:
Minimization of this function subject to

Z f’r's,p _ Qr,s 7 f»,-sj’ >0 (288)

P

and together with the definitions from above gives the desired equilibrium solution. This
is actually not too hard to show. However, the derivation does not give any intuitive
insight why z(q) is the correct function.

With this transformation, the equilibrium problem is transformed into a constrained op-
timization problem. Optimization problems are in general much better understood than
equilibrium problems.

28.4 Constrained optimization

Can one provide some intuition of how to solve the problem defined by Egs. (28.7)
and (28.8)? First, ignore the right hand side of Eq. (28.7) and recall that z(q) is just
a scalar function in high dimensional space. If g had only two dimensions, then z(q)
could be interpreted as a height function.

The task is to find the global minimum of this function. This is for example similar to
finding a global maximum of a fitness function in evolutionary computing.

Since z(q) is analytically given, one can use mathematics to find candidates for global
minima. As is known from calculus, all g* where Vz (q*) = 0 are such candidates. If
the problem is constrained, additional candidates are along the boundaries of the allowed
regions, see Fig. 28.3. A formal description of this leads to notions such as the Kuhn-
Tucker-conditions and Lagrangian multipliers.
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28.5. Uniqueness

constraint
g2 global
optimum
within
c/onstraint

height contours of z(q

Figure 28.3: Constrained optimization

28.5 Uniqueness

One of the major advantages of static assignment is that, under certain conditions, it has
one unique solution. This means that no matter what the solution method, all solutions
are the same. This is vastly different from our simulation approach, and certainly one of
the big drawbacks of simulation that we have to consider in our work.

Sufficient conditions for uniqueness of Static Assignment are:
e strict convexity of z(q)

together with
e convexity of the feasible region.

These conditions are not minimal, but they are normally used in practice. They will be
described in more detail in the following.

28.5.1 Convexity of z(q)

Strict convexity of z(q) means, intuitively, that it is “bent” (curved) upwards everywhere.
In one dimension, this would be ensured by having a second derivative that is > 0 ev-
erywhere. In higher dimensions, it is ensured by having a Hessian (= matrix of second
derivatives) that positive definite. A matrix H is positive definite if v - Hv > 0 for all
v # 0 — this is just the higher dimensional version of “second derivative > 0 every-
where”.

For an unconstrained problem, the intuitive interpretation is as follows: Assume there
is one location g* where Vz (q*) = 0, which is therefore a candidate for an optimum.
Now if z(q) is curved upwards everywhere, then candidate is a local minimum, and there
cannot be a second place where Vz(q) = 0.

For constrained optimization, one has in addition to make sure that the boundaries coop-
erate. This is indeed achieved by the convexity of the feasible region, see Sec. 28.5.2.
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28.6. A solution method

For Static Assignment, it is possible to simplify the condition of a positive definite Hes-
sian. The calculus for this is a bit tricky, but workable. The result is that the statement

H positive definite = z(q) strictly convex (28.9)
can be replaced by
Va: (%S(q“) > 0 = z(q) strictly convex. (28.10)
q(L

So what we need is that link travel time increases strictly monotonically with link flow.
Given the assumptions that we have already accepted, this one is easy to accept.

One has to note that the above will prove convexity of z(q) with respect to the link flows
qq, NOt with respect to the path flows f"*P. And indeed, the solution is unique with
respect to the link flows, but not with respect to the path flows.

28.5.2 Convexity of the feasible region

The feasible region is the set of all solutions which fulfill the constraints. That is, all path
flows which fulfill the OD matrix.

Convexity of the feasible region means that any convex combination of feasible solutions
is again feasible. A convex combination is a normalized linear combination: If X'; and
X, are both feasible, then

Xg=aXi+(1—a)X, (28.11)

should also be feasible (« < 1).
freP > 0 together with Zp froP = Q" will always result in a convex feasible region.

28.6 A solution method

Constrained optimization is a large area of mathematics, with very sophisticated tech-
niques. Some of these techniques can be used for the static assignment problem (Patriks-
son, 1994).

Here we want to outline one well-known technique. It is known as Frank-Wolfe algo-
rithm, or convex combinations method. It can be explained in a general way, and then
be applied to static assignment, but it can also be applied directly to static assignment,
which allows to take advantage of some simplifications right from the beginning. Here
we will do the latter.

The idea is to iteratively apply three steps:

1. Linearize z(q) around some operating point g™, where n denotes the iteration.
That is, approximate z(q) = z(q"™ + y) by

2(q") +y-Vz(q"). (28.12)

The result of this is that the fitness landscape z(q) is replaced by a hyperplane
which goes through z(q™) and which has the correct slope at q".

2. Search, on that hyperplane, for the best solution. On a plane, the best solution
is necessarily at the border, so it is sufficient to search the border. Denote this
solution by x” = q" + y™.
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28.7. Summary

3. Use a convex combination of " and x™ for a new solution:

qn-‘rl — (Mq” + (1 _ O(i) x™ . (2813)

Ad Item 1: Let us calculate Vz when applied to z(q) as defined in Eq. (28.7). Let us do
that by component, i.e. (Vz), = 9, = %b This is the partial derivative with respect to
the bth link flow. Only one contribution of the sum depends on ¢, at all, and for this one
the derivative is trivial:

qa qv
O Z / tq (w) dw = Ob/ ty (w) dw =ty . (28.14)
. Jo 0
Therefore, Eq. (28.12) becomes
Zi=2(q")+ > Yata(q}) - (28.15)

Ad Item 2: Eq. (28.15) is maybe a little difficult to interpret at first sight, but it is actually
rather straightforward. The task is to minimize Z such that the constraints are fulfilled.
The constraints are that g™ + y fulfills the OD flow conditions. Note that there is no
difference if one minimizes Z or

z.= Z(qg + Ya) ta(q™) . (28.16)

Z just means that one has to find feasible flows x = g™ + y such that the sum of all link
travel times is minimized, together with the property that link travel times do not depend
on the flows (since ¢™ is fixed; only y,, is varied). This is achieved when every flow takes
the fastest path through the network. In other words, Z is minimized when OD flows are
assigned according to fastest paths based on the last iteration.

Interpret that in terms of our agent-based approach: one finds that, given an iteration,
progress is made be rerouting some of the OD flows according to what would have been
fastest in the last iteration. This is exactly the same in both approaches.

Ad Item 3: The remaining task is to combine the previous solution g™ and the solution,
let us call it x™, which minimizes Z. As said above, this is done via a convex combination,
i.e.

Qg =aq"+(1-a)x". (28.17)

In the agent-based approach, o was just set to 10%, corresponding to a replanning rate of
10%. Because of the analytic formulation in Static Assignment, one can actually search
systematically for an optimal «. Alternatively, it is possible to make « dependent on the
iteration number via o™ = 1/n (method of successive averages, MSA). For MSA one
can prove that the method converges towards the correct solution, although convergence
may be slow.?

28.7 Summary

The two most important ingredients to static assignment are the assumption of equi-
librium and the assumption of steady state, i.e. steady state OD flows. Equilibrium is

2The intuitive reason both for convergence and for slowness is that 3°°°_ 1/n always diverges, no matter
what m is. This means that any initial contributions to g can always be fully corrected by later iterations.

However, it is also clear that such late corrections take very many iteration steps.
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28.7. Summary

plausible; and variants of it are currently also used in simulation approaches. The as-
sumption of steady state in contrast leads to the unrealistic distortions of the traffic flow
dynamics that we have discussed earlier.

Once these assumptions are made, it turns out that one can formulate the resulting prob-
lem as a constrained minimization problem. Under weak additional assumptions (strict
monotonicity of the cost-flow-relation), the problem has a unique solution in the link
flows. This is a very desirable property, since the solution will not depend on the par-
ticular computational method that is used. This is very different from simulation, and
certainly an important reason why static assignment is liked so well.
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Chapter 29

Discrete choice theory

[[this is not entirely consistent in terms of 3, i, and 3;. Would probably be best to
replace the 5 from the dept time choice by .]]

[[this is possibly not entirely consistent in Ux and Vx.]]

[[1t might make sense to just teach probit ... would mean however to also replace
exp(...) in dept time choice by erf(...).]]

29.1 Introduction
We have seen: Proba to select an alternative A
Py eV, (29.1)

where 174 utility of option A.

Today: Some formal background.

o Getintuition where functional form ¢" comes from and how other plausible forms
can be obtained.

e Learn to interpret coefficient tables (~~ Axhausen).

o Understand how the coefficients are obtained.

Note: Marketing (“toothpaste A or toothpaste B”) uses exactly the same technology.
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29.2. Binary choice

Contents

Binary choice (two alternatives):

e Explain random component.

e Explain choice based on “systematic plus random”.
e Understand examples.

e Binary probit or binary logit, depending on distriubtion of randomness.

Multinomial choice (many alternatives). Recover functional form from exercise.

Estimation of the 3; from a survey.

29.2 Binary choice

= choice between two options.

29.2.1 Systematic vs random component of utility

Option A, for example “go swimming”.
Has systematic utility (that we compute): V4.
Assume that (for whatever reason) there is also a random component:

Ua=Va+ea. (29.2)

Choice is made according to U 4.
Possible interpretations:

e Person making the choice is not determinstic.

e Person making the choice is deterministic, but there are additional criteria (for
example “was swimming yesterday”) which are not included.

If they were included, then there would be no ¢ 4 in this interpretation.

29.2.2 Choice based on random utilities

Now let us assume there are two options, A (“go swimming”) and B (“stay home™).
We assume that the option with the larger utility is selected (cf. Fig. 29.1):

Pr(A) = Pr(Us > Up) = Pr(Va +ea > Vi + €5) (29.3)
= PT'(GB —€e4 < Va— VB) (294)
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29.2. Binary choice

0.4
0.35 |
03 |
0.25 |
0.2 |
0.15 |
01 |
0.05 | \
0 __,——“/\ S~

-5 0 5 10 15

UA UB

f_ A(U_A), T B(U_B)

Figure 29.1: Two random distributions, centered around (U4) = 3 and (Ug) = 9.
Normally, solution B will win because it has higher utility, but there is a finite probability
that Ui will come out really low and U 4 comes out really high, in which case A will
win.

29.2.3 Linear decomposition of systematic part of utility
Assume that V4, Vg are linear in contributions:

Va=0(12a1+P2xas+...=0 x4 (29.5)
and similarly

VB = ... = /)’ XB . (296)

In principle, the = x; can be arbitrary functions. In practice, they are usually simple
transformations of basic variables, e.g. time, or distance, or distance squared.

29.2.4 Simple example

A result from discrete choice modeling often looks like this:

Car Bus Coeff
1 0 -1.4
time with car[min] | time with bus[min] -0.1 (29.7)
cost with car[cent] | cost with bus[cent] | -0.012
Interpretation: Systematic utility with car is
0.1 . .012
Vear = —1.4 — —— x time w/ car — x cost w/ car ; (29.8)
min cents
systematic utility with bus is
0.1 . 0.012
Vius = 0 — —— x time w/ bus — x cost w/ bus . (29.9)
min cents

(Compare: departure time ex.; but this here has only two options.)

For example: Time with car 10min; with bus 20min. Cost with car 200cents; with bus
100cents. Then
Vear = —14—1—-24=—-48; (29.10)
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29.2. Binary choice

Viws =0—2—12=-32. (29.11)

The probas to select car/bus (see later) will be something like

Pcar - 7@‘/“‘” T evbus . (2912)
eVous
Pyus = P (29.13)
29.2.5 2nd example

Car Bus Coeff
1 0 -1.4
time with car[min] time with bus[min] -0.1
cost with car[cent] cost with bus[cent] | -0.012
1if female 0 0.6
1 if (unmarried OR spouse cannot drive OR travels to work 0 -0.2
w/ spouse )
1 if ( married AND spouse is working AND spouse drives to 0 1.2
work indep’y )

Meanings:
If person is female, utility of car is increased.

If person is unmarried OR if spouse cannot drive OR if person travels to work with
spouse, then utility of car is decreased.

Etc.

29.2.6 Probability distributions, generating functions, etc.

From this point on, progress is made by making assumptions about the statistical distri-
butions of the noise parameters <,. Different assumptions will lead to different models.

Before looking into some specific forms, it makes sense to quickly recall probability
distributions and generating functions.

A probability density function essentially gives the probability that a certain option is
selected. For example, the Gaussian probability density function

fla) = \/%U exp (-% (3)2) . (29.14)

gives the probability that option = is selected. More precisely, one would have to say that

x+Ax
[ @ (29.15)

is the probability that anything between = and = + Ax is selected.
The generating function F'(x) is the integral of the probability density function. That is

flz)=F'(x). (29.16)

In some cases, the generating function is simpler than the probability density function.

file: book.tex, p-29-4 January 31, 2005



29.2. Binary choice

The generating function can be used to compute the probability that the selected value is
smaller than some given value X . Rather obviously, one has

Pr(iz < X) = / f(z) =F(X)—F(—0). (29.17)

J —oco

29.2.7 Binary Probit (Randomness is Gaussian)

Recall: We have

Pr(A)=Pr(Uas>Up)=Pr(eg —ea <Va—Vp). (29.18)

We are now looking for mathematical forms of Pr(A).
Assume that ¢ 4 and ¢z are Gaussian distributed.

Gaussian distributions have the property that sums/differences of Gaussian distributed
variables are still Gaussian distributed. In consequence, ¢ := ep — €4 is Gaussian dis-
tributed, for example (with mean zero and “width” o):

fe) = \/%U exp (% (g)g) . (29.19)

See Fig. 29.2[[ top]].

Now we need Pr(e < C'), where C' := V4 — Vp, and we know that ¢ is normally
distributed. As equation:

Pre<C) = \/%0 /_C exp (% (5)2) . (29.20)

[[See Fig. 29.2 bottom.]]

The solution of this needs the so-called error function, sometimes denoted by erf, or
double erf(double x) under linux. Before the age of electronic computers, the
error function was inconvenient to use, which is why the main theoretical development
followed a different path, described in the following.

An important piece of knowledge is what happens when random variables are combined.
For example, the sum of two Gaussian-distributed random variables are again Gaussian-
distributed.

29.2.8 Gumbel distribution

As preparation, learn about the so-called Gumbel distribution:

e Generating function
F(e) = exp[—e H(e=m] (29.21)

e Probability denstity function
fle) = F'(e) = pe =M exp[—e (] (29.22)

Location of maximum: # (location parameter).

Variance: ﬁ ~ # (1 = width parameter).

file: book.tex, p.-29-5 January 31, 2005



29.2. Binary choice

0.3+

0.2+

_1 1 - 1 1
[ -10 5 0 5 107]

Figure 29.2: [[TOP:]] Gaussian distribution. [[BOTTOM: Error Function “erf”, giv-
ing the probability that a random variable is larger than x.]] [[this would better be
gnuplot]]

29.2.9 Combination of Gumbel-distributed variables

(Remember: Sum of two Gaussian rnd variables ~~ new Gaussian rnd variable with
properties ...)

For Gumbel:

e If ¢; and e; indep Gumbel with same 1, then max(eq, €5) also Gumbel-distributed
with the same 1 and a new 7 of

pt In[er ™ 4 el (29.23)

e If ¢; and ¢, indep Gumbel with same 1, then € = ¢; — €5 is logistically distributed
(see below) with generating function

1

F(e) = PP Cre—— (29.24)
29.2.10 Logistic distribution
e Generating function:
1
F(e) = e (29.25)
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29.2. Binary choice

0.1
0.01
0.001

0.0001 .

gauss(x)
logistic(x)

0 5

1le-05
1le-06

gauss(x)
istic(x)

le-07 :
-10 -5

0 5

10

Figure 29.3: Logistic distribution vs. Gaussian distribution, TOP: linear y-axis, BOT-
TOM: logarithmic y-axis. The logistic distribution is more pointed at its maximum, but

has fatter tails (i.e. towards small/large z).

Note that
Flaoo)= — =L g Flano)= — - —1,  (2026)
L+e* o0 14+e
as it should be for a generating function.
e Probability density function:
f(e) a iij:ﬁy (29.27)

The logistic probability density function looks somewhat similar to the Gaussian
probability density function (Fig. 29.3). . is the width parameter.

29.2.11 Binary logit (randomness is Gumbel distributed)

Coming back to binary choice, one now assumes that ¢ 4 and ¢ 5 are Gumbel distributed,
meaning that e = e — € 4 is logistically distributed.

Again, find Pr(e < C). This is

1

c
If we re-translate this into our original variables, we obtain
1 et Va
Pr(A) = e hVathVe — onVa 5 on Ve (29.29)
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29.3. Multinomial choice

0.4
0.35 |
03}
0.25 |
02+
0.15 |
0.1t |

f X(U_X)

10 15

Figure 29.4: Multiple probability density functions for different options. If one picks
U and Up, then the probability that C is selected is given by the probability that U¢ is
larger than the maximum of U 4 and U.

This is similar to what we have seen in the departure time choice (except that here are
only two options; for departure time choice we had many).

Note that the noise parameter ;. comes from the width parameter of the logistic distribu-
tion. Large noise = small .. (= small inverse temperature) = choice more random.

29.3 Multinomial choice

Now more than two choices, e.g.:

e Go swimming, go shopping, stay home, go to movies, ...

e Many possible times-to-depart (discretized into 5-min bins).

See Fig. 29.4.
Concentrate on option “1”.
= Pr(Vl +e > ‘/, + E.j,Vj =+ 1) = P7’(€j < A‘/l] +€,V] # 1) . (2931)
Alternatively:
P, = Pr|e > 11_1;;([&‘/1]- +¢]] . (29.32)
J

This is similar to binary choice, i.e. Eq. (29.3). In binary choice, progress was made by
assuming that the =; were either Gaussian or Gumbel distributed. The same will happen
here.

As in binary choice, a Gaussian distribution will lead to use of the error function. This
will not be discussed any further here.

A Gumbel distribution will lead to the use of the logistic distribution.

29.3.1 Multinomial logit (MNL)

= multinomial choice with Gumbel-distributed randomness.
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29.4. Discussion of modeling assumptions

We had:
P, =Prle > mjf([AVlj +¢] . (29.33)
J

Two steps:
1. €; (j # 1) Gumbel-distributed
= €, = max;.1 [AV}; + ¢;] also Gumbel-distributed.
2. ¢; and e, Gumbel-distributed

= ¢, — ¢; logistically distributed.

Only problem is to keep track of the transformations of the two parameters » and .
Result of second step is (remember: similar to binary logit)

1 etV1

1+er (Va—V1) - etV 4 enVi o (2934)

Either via normalization or via really computing V.. as the new # of the Gumbel distribu-
tion one obtains

— . (29.35)

29.4 Discussion of modeling assumptions

29.4.1 Independence from irrelevant alternatives (IID)

The multinomial logit model (MNL) predicts that the ratio between two options does not
depend on other options:

pi  etVi

—=—. (29.36)

D et Vi
There are many cases where this assumption is too strong. The maybe most famous
case is the “red bus, blue bus” example. Assume that a traveler has the choice between
taking the car, taking a blue bus, and taking a red bus. Assume that the two buses have
exactly the same service characteristics; for example, assume that the traveler is the only
passenger. Further assume that the probabilities to select the car, the blue bus, and the
red bus are 50%, 25%, and 25%, respectively, corresponding to the ratios 2 : 1 : 1. In
consequence, the model predicts that the traveler will take her/his car with probability
1/2.
Now assume that the blue bus is taken out of service. The model now predicts that the
ratio between car and red bus will be 2 : 1, meaning that the traveler will now take
her/his car with probability 2/3. This is rather implausible since one would assume that
the availability of several colors for the bus will not affect the mode choice behavior
significantly.

The reason for this behavior can be traced back to the assumption that the ¢; are all
statistically independent from each other; this assumption is used when the statistical
properties of max;[AV;; + ;] and of ¢, — ¢, are derived. If they are not statistically
independent, then other (usually more complicated) formulations result.

[[the above a little different??]]
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29.5. Maximum likelihood estimation

29.5 Maximum likelihood estimation

Situation:

e Have survey of n = 1..N persons, and options A, B.

o Also have attributes x,, 4.1, Zy, 4,2, ... = X4 aswell sz, g1, Ty B2, ... =

Xn,B-

[This means for example that we know the “time by bus” even if the person never

tried that option.]
Note that we now have a person index n everywhere.

e Also have model specification

VA - “BlfL’A’l +€82.”L’A’2+ e = JB‘XA .

How to find 31, ..., 6,7

29.5.1 ... for binary choice in general

Assume set of persons n = 1.. N that were asked.
yn,A = 1 means person n chose option A. (Implies that v, p = 0.)

(29.37)

Assuming that we have our model, what is the proba that persons (1,2, 3,4, ...) make

choices (A, B, A, A, ...)? Itis (as usual, assuming that the choices are indep)

Pypaa,.. =P aPopP3aPya...

Using the y,, p:
Yn, Yn,
Ps’u'r'vey = | | P»,I,,AA Pn,BB .
n

We want, via varying the (31, ..., 8x), to maximize this function.

(29.38)

(29.39)

In words, again: Want high probability that survey answers would come out of our model.

Maximizing in 1d means: Set first derivative to zero, and check that second derivative

negative.

Maximizing in multi-d means: Set all first partial derivaties to zero; check that matrix of

mixed second derivaties is negative semi-definite.

Instead of maximizing the above function, we can maximize its log (monotonous trans-

formation). Usual trick with probas since it converts products to sums.

L= 108; Ps’u'r'vey = Z[yn,A 108 PrL,A + Yn,B log Pn,,B} .

n

So far this is general; next it will be applied to Logit.

29.5.2 ... for binary logit model

(Remember: “Logit” means “Gumbel distributed randomness”.)

(29.40)
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29.5. Maximum likelihood estimation

Strategy: Replace P, x in Eq. (29.39) or in Eq. (29.40) by specific from of logit model,
ie.
eﬁ-xx

Pn.X - (2941)

eBxa 4 ef-xB

and then find values 3; such that Py, Or L are maximized.

Computer science solution

From a computer science perspective, the maybe easiest way to understand this is to just
define a multidimensional function in the variables 3, 31, ... and then to use a search
algorithm to optimize it.

This function would essentially look like

doubl e psurvey ( Array beta ) {
doubl e prod = 1. ;
for ( all surveyed persons n ) {

/'l calculate utl of option A
double utlA = 0. ;
for ( all betas i ) {
/] utl contrib of attribute i:
utl A += betali] * xA[n,i]

}
doubl e expUtl A = exp( utlA) ;

/'l calculate utl of option B:
double utl B = 0.
for ( all betas i ) {
/1 utl contrib of attribute i:
utl B += betal[i] * xB[n,i]

}
doubl e expUtl B = exp( utlB) ;

/] contribution to prod:
if ( person n had selected A ) {

prod *= expUtl Al (expUt| AtexpUtl B) ;
} else {

prod *= expUtl B/ (expUt| A+expUt| B) ;

return prod ;

}

Search algorithms could for example come from evolutionary computing.

The “computer science” way is almost certainly more computer intensive and less robust
than the conventional strategy, lined out next. It does however have the advantage of
being applicable also to cases where the conventional strategy fails.

Conventional strategy

The conventional strategy, mathematically more sound but also conceptually somewhat
more difficult, is to first invest everything that one knows analytically and only then use
computers.

The analytical knowledge mostly involves that one can search for maxima in high-dimensional
differentiable functions by first taking the first derivative and then setting it to zero. This
is lined out in the following.

Preparations

o Define

§n = Xn,A — Xn,B - (2942)
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29.5. Maximum likelihood estimation

In consequence

1
Popa=—"— 29.43
AT T e ( )
and
e Bén 1
Pn - - . 29.44
BT I e B8 14 ethén ( )

(Left version is sometimes useful.)

o First derivative of log P, :

610g Pp a 0 - 1 _
0By a5, (Lt o) =~y T () (2045)
or
alOan.A
—— 0 ¢ P . 29.46
6,/3k S ok B ( )
Similarly
)log P
M = _gn kP (2947)
aﬁk ’ ’

o We will also need

aPIL.A 1 —
8,8]9 )<1+67)2 € ( fk) n,B 'n,A gk ( 9 8)
Core calculation
Now we can do
oL
O—ﬁk - ; <y7L,A P7L,B gn,k — Yn,B P7L,A £nk) (2949)
= Z (yn,A (17P7L.,A) - (17l/nA) P7L,A) gn,k = ... (2950)
=" (v = Paa) € (2051)
When replacing P, 4:
1
> (v = 7o) G- (2952)

Very good. Now remember that we need to set this, simultaneously for all %, equal to
zero in order to obtain the values for 3 which maximize L.

(E.g. Newton in higher dimensions.)
Uniqueness (no contribution to understanding)

Need to check that this is a max (and not a min), and that it is the global max and not a
local one.
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29.6. Discussion

Reminder: 1d function has max if 1st derivative is zero and 2nd deriv is negative. If 2nd
deriv is globally negative, then this is the also the global max.

Translation to higher dimensions: Matrix of 2nd derivatives is globally negative semidef-
inite.
M negativ semidefinite: 27 Cz > 0 except for 2 = 0.

Note: Assume C' = M™* M. Then 2” M* Mz = (Mx)" (Mz) > 0 except for z = 0 as
long as all entries of M« are real (i.e. not complex).

Now
0*L
2 _ ——
(v L)kl - aﬁ}v (9/3[ ; () - ; Pn,A Pn,B £n,k’ gn,l . (2953)
Def
1/2

Afn,k = (Pn.A Pn.B) fn.k, . (2954)

Then
V2L=-M"M. (29.55)

Since all entries of M are real, M7 M is positive definite, and therefore — /7" M negativ
definite.

29.6 Discussion

29.6.1 The beta parameter from earlier

Sec. 14.3 had used a factor 3 in front of the utilities, and it was said that smaller (5 leads to
a more random choice, while larger (5 leads to a stronger preference for the best options.
What happened to this /3 in the theoretical treatment of this chapter?

In fact, the 3 from Sec. 14.3 is related to the width parameter ;. showing up in some
equations of this chapter. It is however not systematically treated by this text. The reason
for this is that in the maximum likelihood estimation, it does not show up as a separate
variable anyway. But what is the reason for this now?

What happens here is that the maximum likelihood estimation automatically includes the
meaning of the prefactor 3 or 1 into the other /3;. So if the theoretical form says

px o et Vx (29.56)

and

Vx = Zﬁk Xk (29.57)
k

then the maximum likelihood estimation in practice estimates the products
Br == 11 - (29.58)

The consequence of this is that, if a set of attributes is not useful to predict the choice,
then all estimated ;. will be small, leading to quasi-random choice.

[[also: which assumptions were made? Also see in “improvements™]]
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29.7. Summary

29.7 Summary

Foundation: Add random component to systematic utility. We only know systematic
component. Assume that max of the sums always wins, which because of random com-
ponent means that the lower systematic utility sometimes “wins” anyway.

Specific model depends on the distribution function of the random compoment.

Binary choice:

e Gaussian randomness ~+ Binary Probit. No closed form solution.

o Gumbel randomness ~+ Binary Logit. Closed form solution P4  e"4.

Multinomial choice:

e Gaussian randomness ~~ Multinomial Probit. Not treated; no closed form solu-
tion. Feasible with computers, and has many theoretical advantages.

e Gumbel randomness ~~ Multinomial Logit (MNL). Result again P, o e"4.

Max likelihood estimation of 5: Adjust the 5 so that the probability for the model to
generate the survey is maximized.
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Chapter 31

Learning and feedback

31.1 Introduction

In Chap. 22, some pragmatic ways to improve the feedback dynamics were described.
This chapter will discuss some background. It will turn out that there are many relations
to fixed point relaxation techniques, to Markovian processes, to game theory, and to
machine learning. For some aspects, it is possible to provide computational evidence
about partial aspects. In general, it however turns out that significant parts of “learning
in transportation systems” is a challenging topic where many open questions remain.

31.2 Additional aspects of day-to-day learning

With the exception of Sec. 22.4, we have concentrated on day-to-day learning. Our
typical approach is:

1. Generate some initial option for each traveler.
2. Execute that option in the micro-simulation.

3. Allow a certain fraction of the travelers to replace their option with another one,
generated by an external module.

4, Goto 2.

In all our implementations, we have suggested to use a randomly selected 10% sample of
the population for replanning. Fig. 31.1 shows the effect of different replanning schedules
with respect to the sum of all travel times. This figure suggests that all relaxation series
relax to the same final result; looking at traffic patterns provides additional support for
this statement. There are however important differences in terms of relaxation speed.
In particular, runs 4 and 5 were done with a replanning fraction of one percent. Note
that in this case, the probability of a traveler never having undergone replanning after
100 iterations is 0.99'°° ~ 0.366, more than one third of the population. This is an
unacceptably high number, and it explains why even after so many iterations the sum of
the travel times is not at the same level as for the others.

All other runs represent higher replanning fractions. Run 1 uses a schedule: 20% replan-
ning in iterations 1-3, 10% replanning in iterations 4-6, 5% in iterations 7-9, and 2%
afterwards. Runs 7, 8, and 11 use 5% replanning throughout the iterations, but with a
bias towards agents which have not been replanned for a long time. Run 7 in addition
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31.3. Individualization of knowledge
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Figure 31.1: Different relaxation paths in day-to-day replanning. The plot shows the sum
of all travel times VTT (Vehicle Time Traveled) as a function of the iteration for different
relaxation methods. All methods relax to the same value of VTT. From (Rickert, 1998).

loads the network successively, i.e. in the zeroth iteration only 20% of the traffic is put on
the network, another 20% is added in the first iteration, etc. Run 10 uses a deterministic
instead of a random selection of the travelers for replanning. The advantage is that, with
5% replanning, after 20 iterations one is certain that each traveler was picked exactly
once for replanning. In comparison, run 12 uses a simple 5% arbitrary random sample of
the population.

The overall result seems to be that, when done right, about 30 iterations are enough to
reach relaxation. Also, more complicated selection of agents has no significant advan-
tages over just plain and simple random selection. All simulations refer to the replanning
of routes only.

31.3 Individualization of knowledge

31.3.1 Classifier System and Agent Database

Knowledge of agents should be private, i.e. each agent should have a different set of
knowledge items. For example, people typically only know a relatively small subset of
the street network (“mental map”), and they have different knowledge and perception of
congestion. This suggests the use of Complex Adaptive Systems methods (e.g. (Holland,
1992)). Here, each agent has a set of strategies from which to choose, and indicators
of past performance for these strategies. The agent normally choses a well-performing
strategy. From time to time, the agent choses one of the other strategies, to check if its
performance is still bad, or replaces a bad strategy by a new one.

This approach divides the problem into three parts (see also (Ben-Akiva, 2001)):
o Generation of new options. Here new options are generated.

e Evaluation. Here, plans (or strategies) are evaluated. In our context this means that
travelers try out all their different strategies, and the strategies obtain scores.

e Exploitation. Eventually, the agents settle down on the better-performing strate-
gies.
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31.3. Individualization of knowledge

As usual, the challenge is to balance exploration (including generation) and exploitation.
This is particularly problematic here because of the co-evolution aspect: If too many
agents do exploration, then the system performance is not representative of a “normal”
performance, and the exploring agents do not learn anything at all. If, however, they
explore too little, the system will relax too slowly (cf. “run 4” and “run 5” in Fig. 31.1).
We have good experiences with the following scheme:

e A randomly selected 10% of the population obtains new options, and tries them
out immediately in the following simulation run.

o All other travelers choose between their existing options, where the probability of
selecting option i is taken as
pi e PTi (31.1)

where T is the remembered travel time for that option. 5 was taken as 1/360 sec,
which lead (in the scenario that was used) to another 10% of travelers not selecting
the optimal option.

A major advantage of this approach is that it becomes more robust against artifacts of the
router: if an implausible route is generated, the simulation as a whole will fall back on
a more plausible route generated earlier. Fig. 31.2 shows an example. The scenario is
the same as in Fig. 2.4 of Chap. 2; the location is slightly north of the final destination
of all trips. We see snapshots of two relaxed scenarios. The left plot was generated with
a standard relaxation method as described in the previous section, i.e. where individual
travelers have no memory of previous routes and their performance. The right plot in
contrast was obtained from a relaxation method which uses exactly the same router but
which uses an agent data base, i.e. it retains memory of old options. In the left plot,
we see that many vehicles are jammed up on the side roads while the freeway is nearly
empty, which is clearly implausible; in the right plot, we see that at the same point in
time, the side roads are empty while the freeway is just emptying out — as it should be.

The reason for this behavior is that the router miscalculates at which time it expects
travelers to be at certain locations — specifically, it expects travelers to be much earlier
at the location shown in the plot. In consequence, the router “thinks” that the freeway is
heavily congested and thus suggests the side road as an alternative. Without an agent data
base, the method forces the travelers to use this route; with an agent data base, agents
discover that it is faster to use the freeway.

This means that now the true challenge is not to generate exactly the correct routes, but
to generate a set of routes which is a superset of the correct ones (Ben-Akiva, 2001).
Bad routes will be weeded out via the performance evaluation method. For more details
see (7). Other implementations of partial aspects are (Unger, 1998, 2002; Gloor, 2001;
Weinmann, in preparation).

31.3.2 Individual plans storage

The way we have explained it, each individual needs computational memory to store
his/her plan or plans. The memory requirements for this are of the order of O(Nycopie %
Nirips X Niinks X Noptions), Where Npeopie is the number of people in the simulation,
Nirips 1S the number of trips a person takes per day, N, is the average number of
links between starting point and destination, and Ngptions iS the number of options re-
membered per agent. For example, for a 24-hour simulation of all traffic in Switzerland,
we have Npcopre ~ 7.5 Mi0, Nipips ~ 3, Niinks ~ 50, and Noptions ~ 5, Which results
in

7.5 -10° persons x 3 trips per person x 50 links per trip (31.2)
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31.4. Interpretation as dynamical system

x 5 options x 4 bytes per link = 22.5 GByte (31.3)

of storage if we use 4-byte words for storage of integer numbers. Let us call this agent-
oriented plans storage.

Since this is a large storage requirement, many approaches do not store plans in this
way. They store instead the shortest path for each origin-destination combination. This
becomes affordable since one can organize this information in trees anchored at each
possible destination. Each intersections has a “signpost” which gives, for each destina-
tion, the right direction; a plan is thus given by knowing the destination and following
the “signs” at each intersection. The memory requirements for this are of the order of
O(Nnodes X Niestinations % Noptions), Where Ny .qes is the number of nodes of our
network, and Nestinations 1S the number of possible destinations. Nozions IS again the
number of options, but note that these are options per destination, so different agents
traveling to the same destination cannot have more than N,,..,s different options be-
tween them.

Traditionally, transportation simulations use of the order of 1000 destination zones, and
networks with of the order of 10 000 nodes, which results in a memory requirement of

1000 destinations x 10000 nodes x 5 options per destination x 4 bytes per node
(31.4)
= 200 MByte, considerable less than above. Let us call this network-oriented plans
storage.

The problem with this second approach is that it explodes with more realistic represen-
tations. For example, for our simulations we usually replace the traditional destinations
zones by the links, i.e. each of typically 30 000 links is a possible destination. In addition,
we need the information time-dependent. If we assume that we have 15-min time slices,
this results in a little less than 100 time slices for a full day. The memory requirements
for the second method now become

30000 links x 10000 nodes x 100 time slices (31.5)

x 5options x 4 bytes per entry ~ 600 GByte , (31.6)

already more than for the agent-oriented approach. In contrast, for agent-oriented plans
storage, time resolution has no effect. The situation becomes worse with high resolution
networks (orders of magnitude more links and nodes), which leaves the agent-oriented
approach nearly unaffected while the network-oriented approach becomes impossible.
As a side remark, we note that in both cases it is possible to compress plans by a factor
of at least 30 (Bush, 1998).

31.4 Interpretation as dynamical system

We like to interpret our agents and in consequence the whole system as “learning”. It is
however difficult to exactly define the term “learning”; for example, what is the difference
between learning and adaptation? Similarly, it is difficult to formally state the goal of
our agents. In the traditional interpretation of economics, reflected in Wardrop’s first
principle in Chap. 28, agents try to reach a Nash equilibrium, meaning that they are not
able to improve by unilaterally changing their strategy. This is however well-defined
only within relatively confined formal frameworks and difficult to apply both in complex
simulations such as ours and in the real world.

As a first step, it is useful to treat our learning dynamics as a time-discrete dynamical
system, and ignore all interpretation. The learning system iterates from one day (period)
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T
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Figure 31.2: Individualization of plans and interaction with router artifacts. LEFT: All
vehicles are re-planned according to the same information; vehicles do not use the free-
way (arrrows) although the freeway is empty. As explained in the text, this happens
because the router makes erroneous predictions about where a vehicle will be at what
time. RIGHT: Vehicles treat routing results as additional options, that is, they can revert
to other (previously used) options. As a result, the side road now empty out before the
freeway. — The time is 7pm.

to the next; a state is all information the system possesses or generates during that day,
including agent memory and the trajectory of the simulation through one day; an iteration
is the update from one day to the next (Fig. 31.3, although that figure excludes agent
memory).

Let us, in order to have some formal symbols at our disposal, denote the state of the
system on day n as X, and let us denote the operator which maps the system from day
ntodayn+ 1as ®:

X71,+1 — (I)(Xn) . (317)

This operator subsumes everything that our simulation system does: generation of new
options, selection of options, running of the transportation simulation, extraction of
scores etc.

[[bottom multi-step iteration?]]

In such a dynamical system, one can search for properties like fixed points, steady state
probabilities, multiple basins of attraction, strange attractors, etc. The assumption behind
all these concepts is that the system starts out with some arbitrary state, given by the
experimentators, but from there on goes to some other state where it will remain.

[[need fig]]

We will assume that our simulations are Markovian, meaning that the state at period n +
1 depends on information from the period » only. If some knowledge about earlier history
is involved, then we assume that this is made part of the state at period n. An example
for this are the scores of the agents, which contain knowledge from earlier periods. We
also assume that the knowledge space of the agents does not infinitely increase, i.e. there
is a limit on how many options they remember, and a limit on how much information
about the past they remember. For example, when trying the same option several times,
the information could be subsumed into a moving average.

Next, we differentiate between deterministic and stochastic systems. Clearly, our trans-
portation simulations are stochastic. Nevertheless, the theory of deterministic dynamic
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X_{n+1}

phase space
phase space

time-of-day time-of-day

\/

n->n+l

Figure 31.3: Schematic representation of the mapping generated by the feedback itera-
tions. Traffic evolution as a function of time-of-day can be represented as a trajectory in
a high dimensional phase space. Iterations can be seen as mappings of this trajectory into
a new one. Note that this figure excludes the additional update of agent memory.

systems provides useful insights and often a language to describe what we observe in our
systems.

31.4.1 Deterministic systems

It is often of interest to describe the behavior of a system for long times. The following
are examples of what can happen. The phenomena do not exclude each other:

e Fixed point: A state which repeats itself:
X =0(X,) . (31.8)
See, for example, Newton iteration in numerical analysis.

e Periodic behavior: A cycle which repeats itself:
Xn-&-k = Xn (319)

for some given k.

e Chaotic behavior: Complicated movement, seemingly without rules or structure.
Slightly different initial conditions eventually lead to total divergence of the tra-
jectories.

e Attractor: A sub-region in state space where the system goes to. Attractors can
for example be fixed points, periodic or chaotic.

A basin of attraction is the region of state space which leads to a specific attractor.

e Ergodic behavior: The long time trajectory comes arbitrarily close to every point
in state space.

Note, for example, that static assignment (Chap. 28) has, under certain conditions, only
one optimum. That means that plausible learning dynamics for the static assignment
problem have exactly one basin of attraction, and they all lead to the same fixed point
solution. This lets us speculate that the result of Sec. 31.2, i.e. that many learning algo-
rithms seem to lead to the same steady state behavior, is caused by structural aspects of
the problem, which carry over from static assignment to the simulation variant.
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31.4.2 Stochastic systems

In stochastic systems, a state at period » can typically go to more than one state at period
n + 1. This means that in general the notion of a fixed point does not make sense, and
needs to be replaced by a time-invariant probability distribution. That is, one looks
at the probability p(X) for each state X, and how it behaves under our update. Such a
probability distribution is time-invariant if

pe = D(ps) . (31.10)

Note that this identifies the update operator ®(.X) for a state with the update operator
®(p) for a whole distribution. In stochastic simulation practice, already the computation
of ®(X) is difficult since it involves running one time iteration over and over again, each
time with a different random seed. The computation of a ®(p) is normally impossibe and
thus useful mostly as a theoretical construct.

Often the words “in equilibrium”, “steady-state”, or “stationary” are used instead of
time-invariant probability distribution.

Again, very little can be said in general about when a system reaches equilibrium. Two
conditions which when simultaneously fulfilled lead to convergence to equilibrium are
“ergodic” and “mixing”:

e Ergodic: A system is ergodic if the system can get arbitrarily close to each state
from every other state, possibly via a chain of intermediate states.

[[This definition does not satisfy detailed balance. But I think it is correct.
Check!M]

e Mixing: Any initial distribution in state space will spread out and eventually cover
the whole state space.

[[check. In particular, in det Hamiltonian systems, initial phase space vol does
not increase, it only fuzzyfies. In stoch systems, this should be different. ]]

What this means intuitively is: Let us start with infinitely many replicas of the
same state X but with different random seeds. Being in the same state means that
p(X) = §(X — Xp). Ifthe system is mixing, then after infinite time the probability
to find a randomly picked system in state X is p.(X), i.e. the steady state density.

In simulation practice, these characterizations are close to useless. Even when a system is
both ergodic and mixing, it can display broken ergodicity, meaning that it can remain in
a part of the state space for arbitrarily long time (Palmer, 1989). For those who happen to
know this, a finite size Ising model below the critical temperature is an example. Another
example is a stochastic search algorithm being stuck in a local optimum.

[[fig]]

31.4.3 Transients

To make matters worse, we are not necessarily interested in the steady state learning
solution, but possibly in the transients. For example, when an important bridge is closed
for construction, prediction of the first days after the closure may be as important as
prediction of the long term behavior. Worse, aspects such as land use or the housing
market in practice probably never reach the steady state.

To put this into context, consider a simple ordinary differential equation,

4 _

=1 (31.11)
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The steady state solution to this can be found by setting df /dt = 0, thatis, itis f = 0.
The well-known complete solution is

f(t)=foe ", (31.12)

where fj is the initial state. What this means is that we are used to systems where we
can describe not only the steady state solution, but also the transients. It is not clear if we
will ever reach a similar level of understanding of learning dynamics.

31.5 Relation to game theory

A Nash Equilibrium (NE) is a state where no agent can improve its payoff by unilat-
erally changing its strategy. In terms of this text, this means the system is at a NE if
no agent can improve its score by unilaterally selecting a different (routing/activity/...)
option. An equilibrium in game theory is a static concept; it is in consequence not the
same as an equilibrium in dynamical systems.

For static assignment (Chap. 28), we have seen this as Wardrop’s first principle, and the
theory of static assignment started from there. We have also seen that in the case of static
assignment, under certain conditions the solution was unique, meaning that there was
only one NE.

The construct of a NE does not say anything about how a system can reach it. In standard
game theory, it is assumed that each agent completely pre-computes its moves and then
submits a “strategy book” to the referee, who will then play the game for the agents. The
Nash Equilibrium definition implies that the solution is (marginally) stable if exactly one
player deviates from the NE. Nothing is said about stability if two players simultaneously
deviate from the NE.

Sometimes, a NE is a fixed point of a certain type of deterministic learning dynamics.
A typical example is best reply, where each player plays what would have been optimal
in the last period. If an agent has several best options, it choses the same as in the last
period (if applicable). Under best reply, a NE, once reached, is repeated forever. Again,
this does not say anything about stability, since fixed points can be attractive (= stable),
neutral, or repulsive (= unstable).

There are subtleties involved in a translation from game theory to dynamical systems.
Most importantly, one has to assume that in the dynamical system interpretation, the
agents do not actively optimize any given quantity beyond the prescription of the dy-
namics. Rather, their behavior is completely given by the dynamic description, and this
dynamics sometimes happens to have the NE as a fixed point. For example, the situation
is different if an agent attempts to optimize the average reward over all iterations.

When moving from deterministic to stochastic simulations, the usual changes are neces-
sary. In particular, the NE has to be suitably redefined, for example that each agent should
not be able to improve the expected reward. Although this sounds feasible in theory, it
is difficult in practice, since we do not know how to compute the expected reward via
simulation. An approximation to the expected reward would be to simulate the transition
from n to n + 1 with many different random seeds and average over all occuring rewards;
however, this is neither computationally efficient nor plausible from the point of view of
reality.

In conclusion, it seems that we are left with a system which has some relation to game
theory, but they are not exactly the same. It is possible to change our system so that it
maps exactly on game theory, but only by moving it farther away from what we would
expect as plausible human behavior.
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31.6. Relation to machine learning

31.6 Relation to machine learning

There is also a connection of our simulations to machine learning. This connection be-
comes clear if we consider each agent as a learning machine — in consequence, all knowl-
edge from machine learning (which typically considers a single agent in an environment)
could be applied to our agents. In other word, each agent could be programmed as a
learning machine, using the best of methods available from machine learning. This leads
to several issues:

e In how far are machine learning methods applicable under the constraints that we
face? In particular, we need to have of the order of 107 learning agents, and we
have a non-stationary environment (since also the other agents learn).*

On the other hand, very little of what we have considered concerns states being
dependent on each other, i.e. the situation faced in reinforcement learning that the
expected pay-off has both immediate and long-term contributions. This is how-
ever a simplification in transportation that does not truly apply. For example, path
finding could also be considered as a state-dependent operation; and weekly activ-
ity lists where leisure, shopping, going to the doctor has to be distributed across
several days leads to similar issues.

e In how far does the result resemble human learning? In other words, how far dif-
ferent is human learning and machine learning for the questions we are interested
in?

e Does our system have anything to do with distributed machine learning? That is,
can the whole transportation system be considered as a large multi-agent learn-
ing system? In contrast to typical approaches in artificial intelligence, there is no
obvious goal that the transportation system attempts to optimize.

In other words: How large is the difference between distributed learning systems
for solving a given task, and distributed learning systems as models for human
society?

The last aspect also becomes apparent when comparing the concept of a Nash Equilib-
rium with the concept of a System Optimum (SO). Whereas the first assumes that every
agent opimizes its own utility, the latter assumes that some system-wide quantity is op-
timized. For example, one could optimize the sum of all travel times rather than having
each individual agent optimizing its travel time. The results are in general not the same;
the NE solutions lead to larger travel times.

[[additional section: Gibbs sampling (Markov chain monte carlo)?]]
[[with-day section—?7]]

31.7 Smart agents and non-predictability

A curious aspect of making the agents “smarter” is that, when it goes beyond a cer-
tain point, it may actually degrade system performance. More precisely, while average
system performance may be unaffected, system variance, and thus unpredictability, in-
variably goes up. An example is Fig. 31.4, which shows average system performance
in repeated runs as a function of the fraction f of travelers with within-day replanning
capability. While average system performance improves with f increasing from zero to
40%, beyond that both average system performance and predictability (variance) of the

IMore precisely: The agent cannot assume that the probabilities are constant since the other agents also
learn. However, in the long run all probabilities will become constant.
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Figure 31.4: Predictability as function of within-day rerouting capabilities. The result
was obtained in the context of a simulation study of route guidance systems. The x-
axis shows the fraction of equipped vehicles; the y-axis shows average travel time of all
vehicles in the simulation. For each value of market saturation, five different simulations
with different random seeds were run. When market saturation increases from zero to
40%, system performance improves. Beyond that, the average system performance, and,
more importantly, also the predictability (variance) of the system performance degrade.
From (Rickert, 1998).

system performance degrade. In other words, for high levels of within-day replanning
capability, the system shows strong variance between uncongested and congested. From
a user perspective, this is often not any better than bad average system performance — for
example, for a trip to the airport or to the opera, one usually plans according to a worst
case travel time. Also, if the system becomes non-predictable, route guidance systems
are no longer able to help with efficent system usage. The system “fights back” against
efficient utiliziation by reducing predictability.

Results of this type seem to be generic. For example, Kelly reports a scenario where
many travelers attempt to simultaneously arrive at downtown for work at 8am (Kelly,
1997). In this case, the mechanism at work is easy to see: If, say, 2000 travelers want
to go to downtown, and all roads leading there together have a capacity of 2000 vehicles
per hour, then the arrival of the travelers at the downtown location necessarily will be
spread out over one hour. Success or failure to be ahead of the crowd will decide if one is
early or late, very small differences in the individual average departure time will result in
large differences in the individual average arrival time, and because of stochasticity there
will be strong fluctuations in the arrival time from day to day even if the departure time
remains constant. Ref. (Nagel and Rasmussen, 1994a) reports from a scenario where
road pricing is used to push traffic closer towards the system optimum. Also in this case,
the improved system performance is accompanied by increased variability. Both results
were obtained with day-to-day replanning.

31.8 Conclusion

The approach of this class [[book]] to agent learning was that the learning method is first
described as a computer algorithm, and the behavior of the algorithm is analyzed later.
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The first level of analysis is the analysis of the resulting dynamics, without any normative
statements. Day-to-day dynamics is discrete in time, and can be analyzed as any time-
discrete deterministic or stochastic system. In all generality, this does not help much,
since possible outcomes range from fixed points to chaotic attractors; it does however
provide a language to describe resulting behavior and to classify what to expect.

In terms of a normative theory, game theory comes in. Our system can be interpreted
as all agents attempting to find their best solution, given the behavior of all other agents
(Nash Equilibrium). With appropriate care, some versions of a learning dynamics will
contain Nash Equilibria as fixed points. The mapping of our learning dynamics into game
theory does however move the simulations away from what seems behaviorally plausible.

Third, there are relations to machine learning. In particular, each agent can be seen as a
learning machine. The two most important differences to standard machine learning are:
We have many more agents, and there is no common goal.

Finally, the chapter has described some examples of where smarter agents lead to larger
instabilities. Such examples seem to be generic, also outside the area of transportation.
Care needs therefore to be taken to not make simulations and reality more unstable by
adding more information.
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[[1t would make sense to put traffic flow characteristics at the end of improvements
and then rename this chapter “real world case studies”. However, do we need stuff
from “traffic flow theo” in “background” for the traff flow char chapter?]]
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Chapter 32

Traffic flow characteristics

32.1 Introduction

One could probably reach agreement that the traffic flow behavior of traffic simulation
models should be well documented. Yet, in practice, this turns out to be somewhat dif-
ficult. Many traffic simulation models are under continuous development, and the traffic
flow dynamics documented in a certain publication is often a “snapshot”, valid at the
time of writing, but no longer the true state of the model.

It thus makes sense to agree on a certain set of tests for traffic flow dynamics which
should be run and documented together with “real” results. In this paper, we propose
a (probably incomplete) suite of traffic flow measurements. Also, some of the results
in this paper are arguably unrefined with respect to reality. Yet, as we stated above,
we are continuously working on improvements, and this publication represents both a
snapshot of where we currently stand and an argument for a standardized traffic flow test
suite for simulation models. We hope that this publication will both open the way for
a constructive dialogue on which standardized traffic flow tests should be run for traffic
simulation models, and which of the features of our traffic simulation models may need
improvement.

This paper starts with a general section on validation and calibration (Sec. 2), followed
by a high-level description of the Transims microsimulation approach (Sec. 3). Sec. 4 is
a fairly technical description of the actual implementation. Sec. 5 contains a description
of the test cases that we ran for this paper and presents the simulation results. Sec. 6
contains an example of parameter sensitivity testing for the case of a yield sign, followed
by a short section outlining differences in the logic when the simulation was used for the
so-called Dallas case study (Sec. 7). The paper is concluded by a discussion section and
asummary.

32.2 Validation, Calibration, etc.

Prerequisite of any simulation model to be used is a certain amount of confidence in
its output. The process of building confidence depends on human nature and is some-
times hard to explain. Yet, an organized process towards model acceptance would help.
Such an acceptance process may be composed of the following four elements Van Aerde
(personal communication):

e \erification — have the hypothesized behavioral rules been implemented correctly?
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e Validation — do the hypothesized behavioral rules produce correct emergent be-
havior, such as correct fundamental diagrams? Note that this does not specify a
quantitative procedure; plausibility, consistency with theory and experience, and
documentation of emergent behavior are the important elements here.

e Calibration —have the model parameters been optimized to (possibly site specific)
settings? This requires a decision on a data set and a decision on an objective
function that can quantify the closeness of the simulation to the data set.

e Accreditation — Given a question, is the model indeed powerful enough to help
with it?

Note that this process is not uni-directional. For example, if one cannot calibrate a model
very well for a given scenario and a given objective function, one will go back and change
the microscopic rules and then have to go through verification and validation again.

Also, a formally correct verification process can be shown to be mathematically hard or
computationally impossible except in very simple situations (see, e.g., Chapters 14 - 16
in Van Leeuwen (1990)). Intuitively, the problem is that seemingly unrelated parts of the
implementation can interact in complicated ways, and to exhaustively test all combina-
tions is impossible. For that reason, both practitioners and theoreticians suggest that one
needs to allocate resources intelligently between verification and validation.

Sometimes, the word “validation” is also used when a simulation model, after calibration
to a scenario and data set A, is run under another scenario to test its predictive perfor-
mance. Since this represents in principle the same procedure — run the simulation model
against a scenario without further adjustment in the process — we do not see a problem in
the use of the word validation in both cases.

Next, one needs to decide on which networks to run the above studies. The following
seem to be useful:

e Building block cases such as “traffic in a loop” or “traffic through yield sign”. The
chapters of the Highway Capacity Manual Transportation Research Board (1994b),
despite being under discussion, seem to be a good starting point here. Maybe these
cases will not be very useful for calibration since “clean” data on these cases is dif-
ficult if not impossible to obtain. Yet, these cases would certainly allow plausibility
check of a simulation model, and comparison to other simulation models.

e Complicated test cases, which test a variety of behavior such as merging or traffic
signals, in a larger context (i.e. when interacting). It would be nicest to have test
cases from the real world, together with real data. — These test cases would best be
made electronically available.

Of course, models have always been validated and calibrated, e.g. Cassidy and Han
(1995); Mahmassani et al. (1987); Ponzlet and Wagner (1996). For fluid-dynamical mod-
els, calibration can be formalized Cremer and Papageorgiou (1981); Cremer and Schiitt
(1990). Yet, we would like to stress that there are two diverging tendencies here:

e Models which are simple (i.e. have few parameters) are easy to be formally cali-
brated in the sense that one can adjust the parameters so that some objective func-
tion is minimized. Yet, the model may be too simple to indeed reflect the “mean-
ing” of the data."

e Models which have many parameters are in principle capable of representing a
much wider variety of dynamics. Yet, they are difficult for formal calibration be-
cause the degrees of freedom are too large. Here, the intuition of the developer

1Bluntly, one can always fit a straight line to a data cloud.
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is important, who prescribes the simplifications, usually by making the problem
more homogeneous than it is (for example prescribing that drivers only fall into
few behavioral classes). — Microscopic models fall into this category.

Ref. Denney et al. (1993) nicely illustrates the problem: The authors indeed decide on an
objective function (match the two parameters of a two-fluid model description of the real
world traffic); yet the procedure is trial and error in the sense that the authors themselves
decide on which aspects of NETSIM they believe to be important.

This indicates, consistent with our own experience, that formal calibration (in the sense of
a formal procedure as opposed to trial-and-error) of microscopic models is currently very
hard to achieve. This, in addition to the generally valid argument that calibration does not
protect one against having the wrong model, implies to us that on the “validation” level,
comparable and meaningful test suites should be constructed, and that the model behavior
in these test suites should be publicly documented. This effort should be geared towards
understanding the strength and weaknesses of a/the participating model (as opposed to
deciding which is the “best” model).

In this paper, we want to concentrate on the “validation” part in the above sense in con-
junction with “building block” test cases. We mean that as a first important step; in the
future, we would like to be able to say something like “the simulations in this study are
based on driving rules with their emergent behavior documented in the appendix”, which
would recognize the fact that the rules may have changed since the last “major” publica-
tion. This does not preclude that we will attempt to construct more realistic test scenarios
in the future.

32.3 The Transims microsimulation approach

When designing a traffic microsimulation model, the first idea might be to measure all
aspects of human driving and put them in algorithmic form into the computer. Unfor-
tunately, such attempts cause many problems. The first is a data collection problem,
because one can certainly not measure “all” aspects of human driving and is thus faced
with the double sided problem that the necessary data collection process is extremely
costly and still selective. Second, what if the emergent flow properties of such a model
are clearly wrong, for example producing an hourly flow rate that is much too high?

For that reason, the Transims (TRansportation ANalysis and SIMulation System TRAN-
SIMS www page (accessed 2004)) microsimulation starts with a minimal approach. A
minimal set of driving rules is used to simulate traffic, and this set of rules is only ex-
tended when it becomes clear that a certain important aspect of traffic flow behavior
cannot be modeled with the current rule set.” Besides the conceptual clarity, this also has
the advantage that it is usually computationally fast — minimal models have few rules and
thus run fast on computers.

The last paragraph leaves open what the “important aspects” are. In our view, this can
only be decided in the proper context, i.e. when the question or problem area of applica-
tion is known. The questions that Transims is currently designed for are transportation
planning questions. These questions have traditionally been approached using traffic as-
signment models based on link performance functions (link capacity functions). Link
performance functions are known to be dynamically wrong in the congested regime Pa-
triksson (1994); they simply do not model queue build-up when demand is higher than
capacity.

The most important result of a transportation microsimulation in that context should be
the delays, since they dominate travel times, and also hinder discharge of the transporta-

2Note, though, that it is certainly desirable to have reasonable microscopic rules.
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tion system, thus leading to grid-lock. Delays are caused by congestion, and congestion
is caused by demand being higher than capacity. This implies that the first thing the
Transims traffic microsimulation has to get right are capacity constraints (and possibly
their variance). Capacity constraints are caused by a variety of effects:

e Undisturbed roadways such as freeways have capacity constraints given by the
maximum of the flow-density diagram.

o Typical arterials have their capacity constraints given by traffic lights.

o In the case of unprotected turning movements (yield, stop, ramps, unprotected left,
etc.), the capacity constraints are given as a function of opposing traffic flows. For
example, the number of vehicles making an unprotected left turn depends on the
oncoming traffic.

Building a simulation which can be adjusted against all these diagrams seems a hopeless
task given the enormous amount of degrees of freedom. The Transims approach for that
reason has been to generate the correct behavior from a few much more basic parameters.
The correct behavior with respect to the above criteria can essentially be obtained by
adjusting two parameters: (i) The value of a certain asymmetric noise parameter in the
acceleration determines maximum flow on freeways and through traffic lights; (ii) the
value of the gap acceptance determines flow for unprotected movements.

It needs to be emphasized again that these remarks are only valid in our context: There
are many questions for which the models need to have a higher fidelity, and then more
details, higher resolution, etc. may need to be added (e.g. Wiedemann (1994); Van Aerde
et al. (1996)).

There is sometimes debate whether the model we thus obtain is truly “microscopic”. We
use the term “microscopic” with respect to the resolution of the model, i.e. a model is
microscopic as soon as it allows the identification of individual particles (here cars). The
proposed area of application, though, is where traditionally more macroscopic models
have been used Patriksson (1994); Chang et al. (1985); Schwerdtfeger (1987); Herman
and Prigogine (1979).

32.4 Rules of the model

32.4.1 Single lane uni-directional traffic

Our traffic simulation is based on a cellular automata technique, i.e., a road is composed
of cells, and each cell can either be empty, or occupied by exactly one vehicle Nagel
(1992); Nagel and Schreckenberg (1992), see Fig. 32.1 (a). Since movement has to be
from one cell to another cell, velocities have to be integer numbers between 0 and v,
where the unit of velocity is [cells per time-step]. It turns out that reasonable values
are Nagel and Schreckenberg (1992); Barrett et al. (1995):

o lengthof abox = 1/pjam = 7.5 m (p;a.m = density of vehicles in a jam).
e time step = 1 sec
e maximum velocity = 5 boxes per time step = 5 - 7.5 m/sec = 135km/h ~ 85mph

For other conditions, such as higher or lower speed limits, this can be adapted.

Note that this approach implies a coarse graining of the spatial and temporal resolution
and therefore of the velocities. A vehicle which has a speed of, say, 4 in this model
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stands for a vehicle which has a speed anywhere between 3.5 - 7.5 meters/sec ~ 95 km/h
(59 mph) and 4.49999 - 7.5 meters/sec ~ 121 km/h (75 mph).

Vehicles move only in one direction. For an arbitrary configuration (velocity and po-
sition), one update of the traffic system consists of two steps: a velocity update step
consisting of three consecutive rules, and a movement step according to the result of the
velocity update. The whole update is performed simultaneously for all vehicles. The
complete configuration at time step ¢ is stored and the configuration at time step ¢ + 1
is computed from that “old” information. Computationally we calculate in time step ¢
(with the three rules) the new velocity of each car and write this newly calculated veloc-
ity in the same site without moving the car (velocity update). After that we move all cars
according to their newly calculated velocity (movement update).

1. (velocity update)
For all particles ¢ simultaneously, do the following:
IF (v; > gap;)

mn. — i ih F X H H 3
i {ga,pZ 1 with probability p,se if possible (close following/braking)
qgap; else
ELSE IF (v; < Upmaz )
I with probability p;,eise
! v; +1 else
ELSE (i.e. (v; = Vsmae AND v; < gap;)
I B 1 with probability p,,0ise
o /U’HI,(LZI? E|Se

(acceleration)

(free driving)
ENDIF

2. (movement update)
Move all particles i to z;(t + 1) = z; () + v;.

The index i denotes the position (an integer number) of a vehicle, v(i) its current veloc-
ity, V,nae its maximum speed, gap(i) the number of empty cells ahead, and p,,,;sc IS @
randomization parameter.

The first velocity rule represents noisy car following or braking. If the vehicle ahead is
too close, the vehicle itself attempts to adjusts its velocity such that it would, in the next
time-step, reach a position just behind where the vehicle ahead is at the moment. Yet,
with probability p,,.;sc, the vehicle is a bit slower than this.

The second velocity rule represents noisy acceleration. Essentially, the acceleration is
linear (i.e. independent from current speed), but with probability p,,.;s., N0 acceleration
happens in the current time step (maybe as a result of switching gears etc.). Instead of an
acceleration sequence of 0 — 1 — 2 — 3 — ..., a possible acceleration sequence can
nowhe) - 0—1—-2—-2—-2—3— ...

The last velocity rule represents free driving. Instead of remaining always at the same
speed, such vehicles fluctuate between v,,,,,. (with probability 1 — p,,0:sc) and v,,0, — 1
(with probability p,,.;s.). Note that a vehicle which is set to v,,,,.. — 1 will go through
the acceleration step next time, thus in the next time step either staying at v,,,,, — 1 with
probability p,.:sc Or getting back to v,,,.... Note that the resulting average speed of a
freely driving vehicle is thus v,,4: — Proise-

In terms of a microscopic foundation, the model is composed of the following elements:

e If a vehicle does not have enough space ahead, speed is proportional to space
headway, which implies constant time headway (Pipes’ theory, May (1990)).
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o If there is enough space ahead for the given velocity, the vehicle accelerates lin-
early either to maximum speed or until the space headway becomes too small for
further acceleration. A more realistic acceleration would probably be proportional
to 1/v, where v is the speed. This would be computationally more burdensome;
nevertheless, studies about the effect are under way. The effect on the principal
traffic dynamics seem to be minimal Nagel and Paczuski (1995).

o Deceleration is instantaneous within one time step. If one wants to constrain the
model to realistic deceleration values, one needs to look at the velocity of the
vehicle ahead. This is again computationally more burdensome, and the precise
difference when changing this element alone with respect to the traffic dynamics
is unclear KrauB et al. (1997) although it is clear that throughput will go up Barrett
et al. (1996).

e On top of these rules, we add a fairly large amount of random noise in the velocity
decision.

Somewhat shorter, the model enforces constant time headway for close following and
for braking, but acceleration is “delayed”. This puts the model into a large class of
dynamically similar models which use “time delayed” constant time headway, e.g. of the
type a(t) o< V[Axz(t)] — v(t) or v(t + 7) o< V[Axz(t)], where a is the acceleration, v
is the vehicle’s velocity, Az is the space headway, V' (Ax) is a desired speed function,
and 7 is a time delay. It is certainly arguable that this does not catch all aspects of
traffic; yet, all of these models are remarkably robust with respect to their traffic dynamics
behavior, both in microscopic Kraul et al. (1997); Nagel (1996); Bando et al. (1995)
and in fluid-dynamical Kiihne and Beckschulte (1993); Kerner and Konhauser (1994)
implementations.

32.4.2 Lane changing for passing

For multi-lane traffic, the model consists of parallel single lane models with additional
rules for lane changing. Here we describe the two lane model which can be modified
to any kind of multi lane model. Lane changing is modeled by an additional update
step, which is added before the velocity update. The new sequence of steps is presented
below. Steps two and three are the same in the single lane model and they are executed
separately for each lane.

1. Lane changing decision
2. Velocity update

3. Vehicle movement

According to this lane changing rule set the vehicles are only moving sideways during
the lane changing step; forwards movement is done in the vehicle movement step. One
should, though, look at the combined effect of the lane changing and vehicle move-
ment, and then vehicles will usually have moved sideways and forwards. The decision
to change lane is implemented as strictly parallel update, i.e. each vehicle is making its
decision based upon the configuration at the beginning of the update.

e Lane changing decision for passing

— IF neighboring position x,(¢) in other lane is vacant

x THEN Calculate:
- gap(i) Gap Forward in Current Lane,
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- gap, (i) Gap Forward in Other Lane,
- gapy (i) Gap Backward in Other Lane,
- IF (gap(i) < V(i) AND gap, (i) > gap(i) )
— THEN weightl =1
— ELSE weightl =0
- weight2 = v(i) — gap, (i)
- weight3 = Vmar — gapp(i).
* IF (weightl > weight2) AND (weightl > weight3 )*
- THEN mark vehicle for lane change®

The rules are working in the following way (see Fig. 32.1 (b)): First we look at the neigh-
boring position in the target lane. If this cell is vacant, we calculate the gap forward in
the current lane (gap), the gap forward in the target lane (gap,), and the gap backward in
the target lane (gap,). With these results we calculate the weight1 to weight3 described
above. Finally if the weight comparisons render true the car will change to the new lane.
After executing the lane changing decision we calculate the new velocity for all cars and
move them according to this velocity.

This lane changing implementation follows a usual structure Sparmann (1978); Gipps
(1986):

e Reason to change lanes? (Slow car ahead? Need to make turn later (see below)?)
o If yes: Target lane empty? (Definition of “empty” depends on “urgency”)

o If yes: change lanes except for stochastic noise

Lane change implementations using this framework are remarkably robust in their dy-
namic behavior Sparmann (1978); Gipps (1986); Rickert et al. (1996b); Nagel et al.
(1998). This allows us, for example, not to look at other vehicle’s velocities: The for-
ward condition for the target lane, gap, > v, is consistent with the condition v < gap for
the car following; the backward condition for the target lane, gap, > v.nq. 1S Simply a
worst case scenario which nevertheless does not perform, in the analysis of the emergent
properties, any worse than a condition which depends on the velocity of the other car

(compare, e.g., Wagner et al. (1997) with Wagner (1996)).

For three or more lanes, a simultaneous implementation of the lane changing decision
can lead to collisions. For example, in a three-lane road two vehicles on the left and right
lane could decide to go to the same spot in the middle lane. From an algorithmic point
of view, this is possible because the lane changing decision is based on the configuration
on time t; but it is also an entirely realistic situation.® To avoid collision we only allow
lane changes in a certain direction in each time step:

o |F the time step is even

THEN start procedure lane changing decision to the left for cars on the middle
and then on the right lane

“Weights are used because of extensibility towards “lane changing for plan following”. See below.

5In the current version, the lane change is actually still rejected with a probability of 0.01 even when all
the rules are fulfilled. This is in order to break the following artifact or variations of it: Assume one lane is
completely occupied and one is completely empty. The above rule set will result in these vehicles just changing
back and forth between the lanes—the vehicles will never get smeared out across the lanes. See Ref. Rickert
et al. (1996a) for more details.

6In a deeper sense, the problem is caused by the fact that the underlying decision making dynamics has a
time scale which is smaller than the time resolution of the simulation. The simulation thus must resolve the
conflict by other means Barrett (Personal communication).
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o |F the time step is odd

THEN start procedure lane changing decision to the right side for cars on the
middle and then on the left lane

Thus, left lane changes occur only on even time steps, right lane changes occur only on
odd time steps. This behavior is collision free.

32.4.3 Lane changing for plan following

Vehicles in Transims follow route plans, i.e. they know ahead of time the sequence of
links they intend to follow. This means that, when they approach an intersection, they
need to get into the correct lanes in order to make the intended turn. For example, a vehi-
cle which intends, according to its route plan, to make a left turn at the next intersection
needs to get into one of the lanes which actually allow a left turn.

This is achieved in Transims by supplementing the basic lane changing rules with a
bias towards the intended lanes. This bias increases with increasing urgency, i.e. with
decreasing distance to the intersection. Technically, this is achieved by adding another
weight to the acceptance conditions for lane changing:

o IF (weightl + weightd > weight2) AND (weightl + weight4d > weight3)
THEN change lane

weight4 is calculated according to

U’H axr

d* —d
weight4 = max {( ‘ ,0} (32.1)

for lane changes in the desired direction as long as the vehicle is not in one of the correct
lanes, cf. Fig. 32.1 (c). d is the remaining distance to the intersection, d* is a parameter;
both are given in the unit of “cells”. d* is currently set to 70 cells, i.e. approx. 500 m
or 1/3 of a mile, throughout the simulation. In consequence, weight4 increases from
zero to d* /vmae = 14 during the approach to the intersection. If weight4 = 0, then it
does not influence lane changing decision. weight4 = 1 has the same effect as a slower
vehicle ahead on the same lane. Further increases of weight4 more and more override
the security criterions that the forward and the backward gap on the destination lane need
to be large enough. weight4d > v,,4. lets the vehicle make the lane change even if only
the neighboring cell on the destination lane is free.

Once a vehicle is in one of the “correct” lanes within 70 cells (525 m) of the intersection,
it is only allowed to change lanes if the target lane is also “correct”. For movements that
are allowed on multiple lanes through the intersection, this leads to equal usage of these
lanes. This algorithm is not capable of leaving a single “correct” lane temporarily when
encountering, say, a stopped bus on the same lane.

32.4.4 Unprotected turning movements

A necessary element of traffic simulations are unprotected turning movements. By this
we mean that that for the movement the driver intends to make, some other lanes have
priority. Examples are stop signs, yield signs, on-ramps, unprotected left turns.

The general modeling principle for this in Transims is based on a gap acceptance in the
opposing (in Transims sometimes called “interfering”) lanes, see Fig. 32.1 (d). Opposing
lanes are the lanes which have priority; for example, for a stop-controlled left turn onto
a major road this would be all lanes coming from the left plus the leftmost lane coming
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from the right. In order to accept the turn, there has to be a sufficient gap in each of these
lanes.

Note that “gap divided by the velocity of the oncoming vehicle” is the oncoming vehi-
cle’s time headway, so the dynamics of this follows the Highway Capacity Manual Trans-
portation Research Board (1994b). If one wants a time headway on an opposing lane of
at least 3 seconds, then a vehicle with a velocity of 4 cells/second would have to be at
least 12 cells away from the intersection.

The current Transims microsimulation uses a gap acceptance (gap between intersection
and nearest car to the intersection which is approaching) of 3 times the oncoming ve-
hicle’s velocity, i.e. when the gap on each opposing lane is larger than or equal to the
first vehicle on that lane, the move is accepted. For example, if the oncoming vehicle
has a speed of 3, at least 9 empty cells have to be between the oncoming vehicle and the
intersection. A special case is if the oncoming vehicle has the velocity zero, in which
case no gap is necessary.

32.4.5 Signalized intersections

In Transims, we distinguish between signalized intersections and unsignalized intersec-
tions. In signalized intersections, the priorities are changing in time and regulated by
signals. In unsignalized intersections, the priorities are fixed.

When a simulated vehicle approaches a signalized intersection, the algorithm first de-
cides if, according to its current speed, it potentially wants to leave the link, i.e. its cur-
rent speed (in cells per update) is larger than or equal to the remaining number of cells on
the link.” If a vehicle wants to leave the link, the algorithm checks the “traffic control”,
which determines if the vehicle can leave the link. If it encounters a red light, it can not
leave the link and no further action is taken. If it encounters a protected (green arrow) or
caution (yellow) signal, the vehicle is allowed to enter the intersection. If it encounters
a permitted signal (green, for example permitted left turn against oncoming traffic), the
vehicle checks all opposing flows for a gap that is larger or equal to 3 times the oncoming
vehicle’s velocity (see Subsec. 32.4.4 above).

If the movement into the intersection is accepted, the vehicle is moved into an “inter-
section queue”; there is one queue for each incoming lane. This queue models vehicle
behavior inside an intersection. The vehicle gets a “time stamp”, before which it is not
allowed to leave the intersection; this time stamp is representative of the duration of the
movement through the intersection. The intersection queues have finite capacity; once
they are full, no more vehicles are accepted and the vehicles start to queue up on the link.
This models the finite vehicle storing capacity of an intersection.

Once a vehicle is ready to leave the intersection, it moves to the first cell on the destina-
tion link if available. The speed of the vehicle is not changed when it is in the intersection
queue so it exits on the destination link in the first cell with the same velocity that it had
when it entered the queue.

Note that vehicles turning against opposing traffic make their decision to accept the turn
when they enter the intersection queue, not when they leave it. This can have the effect
that a vehicle enters the intersection queue when there is ho oncoming traffic, but, be-
cause of other vehicles ahead of it in the same queue, cannot make its turn immediately.
Yet, since the turn was already accepted, it will be executed as soon as all vehicles ahead
in the same queue have cleared the queue and a cell on the destination link is available.
The turn can occur during oncoming traffic. So in some sense vehicles will go “through”
each other. Yet, note that on average the result is still correct. The approach described
above will not let more vehicles through the intersection than a gap acceptance calcu-

"Vehicles may accelerate or slow down before they actually reach the intersection. See below.
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lated when leaving the intersection queue. The above logic was chosen for simplification
purposes since unsignalized intersections (see below) do not have queues and thus need
to make their acceptance decisions when entering the intersection.

32.4.6 Unsignalized intersections

Unsignalized intersections in Transims have no internal queues, i.e. vehicles go right
through them.® Also, vehicles leaving an unsignalized intersection go down the destina-
tion link as far as prescribed by their velocity, not just into the first cell as in the signalized
intersections. Apart from these two differences, unsignalized intersections are similar to
signalized ones.

When a simulated vehicle approaches an unsignalized intersection, the algorithm first
decides if, according to its current speed, it potentially wants to leave the link, i.e. its
current speed (in cells per update) is larger than or equal to the remaining number of sites
on the link. If a vehicle wants to leave the link, the algorithm checks the “traffic control”,
which determines if the vehicle can leave the link. Currently occuring traffic controls
are: no control, yield, and stop.

If a “no control” is encountered, the vehicle is moved to its destination cell without any
further checks. For example, if a vehicle has a velocity of 5 cells per update and 2 more
cells to go on its link, then it attempts to go 3 cells into the destination link. If that cell
is already reserved (either by another “reservation” or by a real vehicle), then the next
closer cell is attempted, etc., until the algorithm either finds an empty cell or returns that
the destination lane is full. “No control” is usually used for the major directions, i.e. for
the lanes which have priority.

If ayield sign is encountered, the vehicle checks the gap on all opposing lanes. According
to the same rules as above, on all opposing lanes the gap needs to be larger or equal three
times the first vehicle’s speed on that lane. If the movement is accepted, the destination
cell is selected according to the same rules as with the “no control” case.

If it encounters a stop sign, the vehicle is brought to a stop. Only when the vehicle has
a velocity of zero for at least one time step on the last cell of the link is it allowed to
continue. If the result of the regular velocity update indeed accelerates the vehicle,® then
it attempts to go through the intersection. On all opposing lanes the gap, according to the
same rules as above, needs to be larger or equal to three times the first vehicle’s speed on
that lane. If the movement is accepted, a vehicle coming from a stop sign will always go
to the first cell on the destination link (if empty) and will have a velocity of one.

32.4.7 Parking locations

In the current Transims microsimulation, vehicular trips start and end at parking loca-
tions. Each link in the microsimulation, except for freeway ramps, freeway links, and
some “virtual” links such as centroid connectors, has at least one parking location. Park-
ing locations thus represent the aggregated parking options on that link. Parking locations
have rules about how vehicles enter and exit the simulation:

e Each vehicle in Transims has a complete route plan, together with a starting time.
At the starting time, the vehicle is added to a queue of vehicles that want to leave
the same parking location. When the vehicle is the first one in the queue, it at-
tempts to enter the link. The acceptance logic is in spirit similar to the logic of the

8Again, technically the vehicles only reserve cells on the destination links. The actual move through the
intersection happens later and can also be postponed if after the velocity update the vehicle actually does not
make it to the intersection.

9\.e. there is a probability of 1 — p,,,;s. that the vehicle will not accelerate in the given time step.
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unsignalized intersections, i.e. vehicles check the available gap and make their de-
cision based on that. Parking accessory logic is not the focus of the current paper,
and since that logic may change in Transims in the near future and we also expect
no influence on the results presented here, we omit further technical details.

e A vehicle that has reached its destination parking location according to its plan
will leave the microsimulation.

32.4.8 Parallel logic

Transims is designed to run on parallel computers, such as coupled workstations, desk-
top multi-processors, or supercomputers. The parallelization approach used for the mi-
crosimulation is a geographical distribution, i.e. different geographical parts of the sim-
ulated area are computed on different CPUSs.

The current Transims microsimulation has these boundaries always in the middle of links.
This is done in order to keep the complexity of the parallel computing logic as far away
as possible from the complexity of the intersection logic.

Information needs to be exchanged at the boundaries several times per update in order
to keep the dynamics consistent. For example, if a vehicle changes lanes and ends up
close in front of another one, that other one is probably forced to brake. Now, if the
lane changing vehicle is on one CPU and the following one on another, one needs to
communicate the lane change. This will be called “Update boundaries” in the following
section.

32.4.9 Complete scheduling

For a complete transportation microsimulation, we need to specify when movements
are accepted, and also how conflicts are resolved. For example, vehicles simultaneously
attempting to change lanes into the middle lane represent such a conflict. Another conflict
is two vehicles from two different links competing for the same site on the destination
link.

The complete update of the current Transims microsimulation is as follows. Assume that
the state at time ¢ is the result of the last update. Let ¢1, ¢2, etc. be intermediate partial
time steps.

1. Vehicles which are ready to leave intersection queues from signalized intersections
reserve cells on outgoing lanes. They only attempt to reserve the first cell on
the link; their velocity is the same as it was when they entered the intersection.
When the cell is occupied (either by another “reservation” or by a vehicle), then
the vehicle cannot leave the intersection. Note that there can be a conflict between
different queues for the same destination cell. The current solution in Transims is
that queues are served on a first come first served basis in some arbitrarily defined
way, i.e. a queue which happens to be treated earlier in the microsimulation has a
slightly higher chance of unloading its vehicles. — Result: ¢; information.

2. Vehicles change Lanes. Use information from time ¢, to calculate situation at time
to.

3. Exit from Parking. Results in ¢5 information.
4. Exchange boundary information for parallel computing.

5. Non-signalized intersections reserve sites on target lanes. Note that there can be
a conflict of two incoming links competing for the same destination cell. The
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current solution in Transims is that links are served on a first come first served
basis, i.e. a link which happens to be treated earlier in the microsimulation has
a slightly higher chance of unloading its vehicles. Note that this conflict only
happens between minor links. Major links never compete for the same outgoing
link except when there is a network coding error; and for the competition between
major and minor links, the major link always wins because of the opposing lanes
conditions.’® Result: ¢, information.

6. Calculate speeds and do movements. If a vehicle scheduled for an intersection does
not go through the intersection as a result of the velocity update, the reservation is
cancelled. Vehicles which go through unsignalized intersections have p set to zero,
i.e. if it turns out that the result of the velocity update indeed brings them into the
intersection, they need to go to the site on the destination lane which was reserved
earlier. Result: ¢5 = ¢ + 1 information.

7. Exchange boundary information and migrate vehicles for parallel computing.

32.5 Towards a standardized flow test suite for simula-
tion models

In order to control the effect of driving rules, Transims provides controlled tests for traffic
flow behavior. These tests are simplified situations where elements of the microsimula-
tion can be tested in isolation. This test suite uses the standard microsimulation code in
the same way it is used for full-scale regional simulations, and it also uses the same input
and output facilities: The test network is currently defined via a table in an Oracle data
base, in the same format as the Dallas/Fort Worth network is kept. Input of vehicles is,
following individual vehicle’s plans, via parking locations, the same way vehicles enter
regional simulations.'* Output is collected on certain parts of the network on a second-
by-second basis, the same way it can be collected for regional microsimulations. The
collected output is then post-processed to obtain the aggregated results presented in this
paper.

The test cases we look at in this paper are the following (see also Fig. 32.1 (e)):

e One-lane traffic, in order to see if car following behavior generates reasonable
fundamental diagrams.

e Three-lane traffic, in order to see if the addition of passing lane changing behavior
still generates reasonable fundamental diagrams, and in order to look at lane usage.

e Stop sign, yield sign, and left turns against oncoming traffic, in order to see it the
logic for non-signalized intersections generates acceptable flow rates.

e Asignalized intersection, in order to see of we obtain reasonable flow rates, and in
order to check lane changing behavior for plan following purposes.

32.5.1 Measured guantities

We look at three minute averages of the following quantities:

10Note that the situation slightly different when the speed of the vehicle on the major link is zero — see below.

1 Route plans are simply necessary to be consistent with the way the simulation is normally used; for the
test cases we use very few types of generic route plans (like “enter the microsimulation and keep on driving
in a circle indefinitely”) and replicate them with different starting times to fulfill our needs. This is not much
different from departure rates.
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e Flow, Volume. Flow ¢ is defined as usual by:

N
g=—  [vehicles/hour]

T

N is the number of cars which pass a certain site at a time period T.

e Density. Density is in principle easily defined, p = N/L, where N is the number
of vehicles on a piece of roadway of length L. Yet, given current sensor technology,
this is not easy to achieve since one would need a sensor which counts, say once
a second, cars on a predefined stretch of length L. of the roadway. For that reason,
empirical papers sometimes resort to occupancy, which is the fraction of time a
given sensor has been occupied by a vehicle. Currently Transims measures density
according to its original definition, i.e., once a time step, we count the number of
vehicles on a stretch of roadway of I = 5 sites = 5 x 7.5 m = 37.5 m.22 We
add these counts for £ = 180 measurement events and then divide the resulting
number by L and by &:

N
kL

p

The result can be scaled to convenient units, for example “vehicles per km”.

Note that this way of computing density averages the counts over a length of
37.5 m, which is longer than most traffic detectors. The effect of this should be
systematically studied.

e Space Mean Speed, Travel Velocity. It is well known that one can measure ve-
locity either analogous to our flow definition (Time Mean Speed, Spot Speed) or
analogous to our density definition (space mean speed, travel velocity). Under non-
stationary conditions, the measurements give different results, since, for example,
the first definition never counts vehicles with velocity zero. Time mean speed is
easier for field measurements; space mean speed is easier to interpret since it is
equal to the travel velocity and it is also the velocity which needs to be used in
the fundamental relationship between flow, density, and velocity, ¢ = p - v. Since
in a simulation model both are similarly easy to measure, we measure the more
meaningful travel velocity. Once a time step, we sum up the individual velocities
of all vehicles on a stretch of roadway of L = 5 sites = 5 x 7.5 m = 37.5 m.
We add these sums for £ = 180 measurement events and then divide the result-
ing number by N and by %, where N is the same number as obtained during the
density measurement above:

v
v = ]EN (32.2)

e Lane usage. Lane usage of a particular lane is the number of cars on this lane

divided by the number of cars on all lanes. It can be computed as:

Pi
fi==— (32.3)
S pjn

where 7 is the lane we look at and n is the number of lanes.

12The “magical” number of L = 5 sites is equal to the maximum velocity of v, = 5 sites/update. This
ensures that each vehicle is counted at least once.
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32.5.2 Test networks

Essentially two test networks are used: a circle of 1000 sites = 0.75 km in various
configurations, and a simple signalized intersection. Most of the tests are run on the
circle networks. The circle can have one, two, or three lanes. In all tests, the circle is
slowly loaded with traffic via a parking location at site =z = 1 (where the unit of « is
“cells”). Velocity, flow, and density are measured on 486 < x < 490, thus generating
the fundamental diagrams for one-lane, two-lane, and three-lane traffic. Since the circle
gets slowly loaded, the complete fundamental diagram is generated during one run.

For testing yield signs and stop signs, an incoming lane is added on the right side of
traffic at = = 501. The characteristics of the incoming traffic are measured by a detector
on the last 5 sites of the incoming lane. The incoming lane is operated at maximum flow,
i.e. with as many vehicles as possible entering. The incoming vehicles are removed at
x = 900 via a parking accessory. The result of this measurement is typically a diagram
showing the flow of incoming vehicles on the y-axis versus the flow on the circle on the
X-axis.

For testing left turns against oncoming traffic, an opposing lane is added so that it ends
at x = 500. The traffic control here is again a “yield” logic; the difference from before
is that vehicles only traverse the opposing traffic, they do not join it.

Last, a three-lane intersection approach is used. The left lane makes a left turn, the
middle lane goes straight, the right lane makes a right turn. Incoming vehicles have plans
about their intended movement at the intersection and attempt to reach the corresponding
lane. The intersection has signals with 1 minute green phase and 1 minute red phase. The
typical output from this run is the flow of vehicles which go through the intersection, and
the number of vehicles which cannot make their intended turn because they did not reach
their lane.

32.5.3 Results
The results are shown in Figs. 32.2 to 32.5.

o Single lane traffic (Fig. 32.2a) has a realistic value of maximum flow (= capacity),
but one may argue that it is at a somewhat low density. The problem here is that we
do not include slow vehicles; introducing slow vehicles into a single lane closed
circle simulation just means that all fast vehicles bunch up behind them, which
does not result in a very useful fundamental diagram. In terms of the “building
block” philosophy, we prefer to run the single lane test with identical vehicles.

e Our lane changing rules do neither change maximum flow per lane nor the density
(per lane) at maximum flow. That need not be the case, Rickert et al. (1996b).
Again, the density at maximum flow seems a bit low. This changes considerably
when one introduces slower vehicles: The free flow part of the curve then bends
more to the right and the maximum is at higher densities Nagel et al. (1998). Also,
there are measurements in Germany where traffic with trucks reaches maximum
flow at approx. 20-22 veh/km/lane Wiedemann (1995), so without more specific
data this discussion seems pointless. — We think that the curve without slow ve-
hicles is “cleaner” and thus facilitates comparison between models; in reality, the
problem is more complicated anyway.

Also, we generate equal lane usage between the lanes, as should be expected for a
symmetric lane changing model (in the absence of on-ramps).

o The flow through a traffic signal that is 50% green should be at half the value of the
maximum single lane flow, i.e. at 1000 veh/hour, which is what we find (Fig. 32.4).
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e The curves for traffic through stop and yield signs follows the general form of the
curve of the Highway Capacity Manual Transportation Research Board (1994b).
We added the HCM curves for comparison only. In general, we find that a yield
sign, when there is no traffic on the major road, generates the same traffic as if
there were no sign at all, which should be expected the way the simulation is set
up. (It is a bit lower than for the “circle” before because the speed limit is lower
here.) The stop sign generates a much lower flow in the same situation, because
the explicit stop decreases capacity.

From there, the curves for “traffic into” the major road decrease roughly linearly
to zero when the flow on the major road reaches capacity. The curve for traffic
across a single lane road looks similar to its “traffic into” counterpart, which is to
be expected because the number of opposing lanes is one in both cases. The curve
for traffic across a two lane road provides roughly half the flow of traffic across a
single lane road.

For densities above capacity on the major road, all curves bend “back on them-
selves”. If the major road is congested, the speed there is zero, and the gap ac-
ceptance criterion “accept if gap > 3 - Voncoming” 1S always fulfilled, even for
gap = 0. Nevertheless, for “traffic into”, very little traffic makes it through the
yield or the stop sign. The reason is that in Transims, vehicles on the major road
that may go through the intersection “reserve” the first cell at the beginning of the
next link, thus blocking this link for vehicles from the minor link even if the gap
acceptance rule would allow the movement. For “traffic across”, this restriction
does not exist, and many vehicles make it through the intersection, probably many
more than is realistic. — Note that the HCM does not provide any information in
the congested regime.

32.6 Yield sign behavior

All runs for this paper were first done with an experimental code and then repeated with
the Transims production code; all results shown so far were obtained from the Transims
production code. The disadvantage of an experimental code is that actual implemen-
tation in the production version may still introduce changes in the results due to small
discrepancies.'® The advantage of an experimental code is that turnover (compile times,
complexity of code, etc.) is much better than with a production version. We used that
advantage to test many different rules. In the following, we want to present a small subset
of tests.

All results presented in this section refer to the situation of a 1-lane minor street merging
into a 1-lane major street, with the intersection control being a yield sign. Fig. 32.6 (a)
shows what happens if the “reservation” rule from the Transims production code is no
longer used. Clearly, if vehicles from the major road do reserve cells on the outgoing link
only if they are actually going there, many more vehicles from the minor lane can make
the turn, effectively leading to an “alternating” vehicle pattern. This may be desirable in
some situations.

Figs. 32.6 (b) shows what happens when one then changes “accept when gap > 3voncoming”
to “accept when gap > 3voncoming”- This seems like a negligible difference in the rules;
yet, the results are quite different in the congested regime. Whereas in the first, many
vehicles are able to get into the congested major road, in the second, only few of them
make it. The difference is easiest explained by looking at a vehicle of speed zero on the
major road just in front of the merge point, with space for a vehicle downstream of the

13This explains the differences to the TRB preprint version of this paper, which contained results from the
experimental code.
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merge point. With the first rule, a vehicle at the yield sign will accept the move and move
in front of the vehicle on the major road, in the second case, it will not. Both scenarios
seem to be plausible to us; only systematic measurements can probably resolve which
one is better for a simulation model. — Also note that the rule in (b) generates similar
flows as the Transims production version.

Fig. 32.6 (b), (c) and (d) show the result of different speed limits (same speed limit for
both streets). A high average free speed of approx. 130 km/h (=~ 80 mph, generated by
Umaz = D), Maybe a freeway merge, generates a flow of approx. 2000 veh/hour/lane in
the incoming lane when there is no traffic on the major road (Fig. 32.6 (c)). From there,
maximum incoming flow decreases continuously. Lower average free speeds of approx.
75 km/h (50 mph, Fig. 32.6 (b)) and 50 km/h (30 mph, Fig. 32.6 (d)) generate lower
maximum incoming flows and are generally closer to the Highway Capacity Manual
curve. Yet, it should be clear that, contrary to the HCM, the “minor” flow is also a
function of the speed limit and not only of the gap acceptance (the gap acceptance is the
same in all three simulations).

A last series of experiments shows the effect of different values for the gap acceptance.
Figs. 32.6 (e) and (f) show “accept when gap > vVoncoming aNd gap > Upqe”. Clearly,
more vehicles are accepted, leading to a higher flow of turning vehicles as a function of
the flow on the major road. Note that the flow via the yield sign is never higher than 1800
minus the flow on the major road. This reflects the fact that the major road cannot have
a higher flow than 1800 veh/h/lane (free speed approx 50 mph); traffic through the yield
sign can thus at most fill the major road to capacity. This explains why the acceptance of
much smaller gaps do not produce a stronger difference. The situation is clearly different
for unprotected turns across instead of into traffic, as can be seen for the left turns in the
next section.

32.7 Comparison to Case Study Logic

The gap acceptance logic presented here and used in the March 1998 Transims microsim-
ulation is different from the logic used in the “Dallas/Fort Worth Case Study” Beckman
et al (1997); Nagel and Barrett (1997). The logic during that case study was: “Accept an
unprotected movement if in all opposing lanes the gap is larger than v,,,,,. = 5.” This
means that at low density on the major road, more turns were accepted, whereas at high
density on the major road, less turns were accepted — with the extreme case that no turns
were possible against oncoming traffic of speed zero.

Fig. 32.7 compares the results for the current gap-acceptance logic and the one used in
the case study for the case where the major road is a 3-lane road. Note that the results
for the turns into other traffic are not that much different whereas the result for the turns
across other traffic yields much higher uncongested and much lower congested flows
with the case study logic. This is due to the fact that for turns into other traffic, there is a
capacity constraint of the form that the joint flows from the major and the incoming road
cannot exceed capacity of the major road, see last section. Such a constraint obviously
does not exist for turns across the major road.

32.8 Short discussion

We presented test of what we believe are “building blocks” of microsimulation models.
Further “building blocks”, not included here, are probably freeway ramps with merge
lanes, and freeway weaving sections. We plan to include these tests into future versions.
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As pointed out earlier, we believe that “clean” real world measurements of the “building
block” situations are hard to obtain. Thus, one may consider them primarily useful for
comparing simulations with each other and with theory; nevertheless, we think that one
can judge from the results at least if the simulation is “in the right ballpark”. It would
certainly be desirable in the future to also have test suites for more complex situations.
— For the same reason, we did not make any attempt to get “better” results than the ones
presented here: we know that the results change in more complex scenarios, and it is
therefore unclear if a change “to the better” in the test cases may not be a change “to the
worse” with respect to reality.

Also, we would shortly like to point out again that “verification” of simulation models,
i.e. the question if an actual code corresponds to a (possibly incomplete) specification in
a paper, is in practice a difficult question. An alternative approach would be to try to find
a suite that decides if we are macroscopically convincing without the need to go through
testing the rules on an individual scale. Arguing about the microscopic rules could then
be left to a small group of specialists; the end user could just look at the test suite results
and judge in a matter of minutes if the simulation has faults that would seriously affect
the analysis of their problem.

Last, all these problems imply to us that one should expect that simulation models will
undergo continuous improvements, and it seems more realistic to us to expect “test
suites” to be run at regular intervals instead of expecting that parts of simulation models
can be validated and calibrated “once and for all” at certain stages and then never be
touched again. In consequence, we would like to shift the argument from a discussion
whether a model is “correct or not” to the discussion about which tests should be run
to enable the user to make that decision, and how these tests can be made comparable
between different simulation models.

32.9 Summary and conclusion

In transportation simulation models for larger scale questions such as planning, the flow
characteristics of the traffic dynamics are in some sense more important than the mi-
croscopic driving dynamics of the vehicles itself. This becomes especially true since a
“complete” representation of human driving is impossible anyway, both due to knowl-
edge constraints and due to computational constraints. Yet, calibrating a traffic simula-
tion model against all types of desired behavior (for example against all HCM curves and
values mentioned in this paper) seems a hopeless task given the high degrees of freedom.

Transims thus attempts to generate plausible emergent macroscopic behavior from sim-
plified microscopic rules. This paper described the more important aspects of these rules
as currently implemented or under implementation in TransimsBefore we implement
rules in the Transims production version, we usually try to run systematic studies with
more experimental versions. The results of the traffic flow behavior from that study were
presented. Also, we showed the effects of some changes in the rules for the example of
a yield sign. Finally, some comparisons were made between the logic currently under
implementation and the logic used for the Dallas/Fort Worth case study.

One problem with microscopic approaches is that, in spite of all diligence, subtle differ-
ences between design and actual implementation can make a significant difference in the
emergent outcome. For that reason, this paper should also be seen as an argument for
a standardized traffic flow test suite for simulation models. We propose that simulation
models, when used for studies, should first run these tests to demonstrate the dynamics
of their emergent macroscopic flow behavior. We think that the combination of results
presented in Figs. 32.2 to 32.5 are a good test set, although extensions may be necessary
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Figure 32.1: (a) Definition of gap and examples for one-lane update rules. Traffic is moving to the right. The
leftmost vehicle accelerates to velocity 2 with probability 0.8 and stays at velocity 1 with probability 0.2. The
middle vehicle slows down to velocity 1 with probability 0.8 and to velocity 0 with probability 0.2. The right
most vehicle accelerates to velocity 3 with probability 0.8 and stays at velocity 2 with probability 0.2. Velocities
are in “cells per time step”. All vehicles are moved according to their velocities at a later phase of the update.
(b) Hlustration of lane changing rules. Traffic is moving to the right; only lane changes to the left are considered.
Situation I: The leftmost vehicle on the bottom lane will change to the left because (i) the forward gap on its own
lane, 1, is smaller than its velocity, 3; (ii) the forward gap in the other lane, 10, is larger than the gap on its own
lane, 1; (iii) the forward gap in the target lane is large enough: weight2 = v — gap, =3 —-10= -7 < 1 =
weightl; (iv) the backward gap is large enough: weight3 = vymaz —gapy, = 5—6 = —1 < 1 = weightl.
Situation 11: The second vehicle from the right on the right lane will not accept a lane change because the gap
backwards on the target lane is not sufficient. (c) Value of weight4 when in wrong lane during the approach
to the intersection. (d) Example of a left turn against oncoming traffic. The turn is accepted because on all
three oncoming lanes, the gap is larger or equal to three times the first oncoming vehicle’s velocity. (e) Test
networks.

in the future (e.g. merge lanes, weaving, etc.). We will attempt to provide future Transims
results also with updated versions of the results of the traffic flow tests.
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Figure 32.2: One-lane traffic: Flow vs. density, travel velocity vs. flow, and travel velocity vs. density.

file: book.tex, p-32-19 January 31, 2005



32.9. Summary and conclusion

140

120 -

100

60

velocity [km/h]

40

20 -

N
+ s ]
.
k3
+ %
+ i
R
-
ol
g

-

1000 2000 3000 4000 5000 6000 7000
flow [veh/h/lane]

1-lane freeway

0.6 -

lane usage

0.2 r

middle lane ~ +
leftlane  x

1500 2000

1000
density [veh/km/lane]

2500

velocity [km/h] flow [veh/hour/lane]

lane usage

3-lane freeway

2500 T T T T T T T

TRANSIMS Mar 1998  +
2000 9
1500 9
1000 A
500 4
0O 10 20 30 40 50 60 70 80 90

density [veh/km/lane]

140 T T T v T T T

" TRANSIMS Mar 1998  +
w2of " %, 1

i
%
100 - 1
-
80 *. 1
+ %¥

60 b
40 1
20 9

oy
0 10 20 30 40 50 60 70 80 90

density [veh/km/lane]
1-lane freeway

middle lane  +

leftlane  x
0.8 9
0.6 9
0 10 20 30 40 50 60 70 80 90

density [veh/km/lane]
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Figure 32.5: Flow through stop sign, yield sign, and unprotected left turn. Left column: Major road
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Figure 32.7: Comparison between the March 1998 Transims microsimulation gap acceptance logic and the
one used in the case study. Flow through stop sign, yield sign, and unprotected left turn into/across traffic
on major road. Left column: March 1998 Transims microsimulation. Right column: case study Transims
microsimulation. The arrows in the left turn case indicate the direction of increasing congestion. — The results
are not strictly comparable because (i) the simulations in the right column were run with a maximum speed of
Umaaz = b Cells/update (135 km/h) vs. v,,q2 = 3 cells/update (81 km/h) in the left column (mostly noticeable
in the lower maximum flow on the major road); and (ii) the stop and yield cases on the right describe flow into
a 3-lane road vs. flow into a 1-lane raod in the left column. Note that the results for the turns into other traffic
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Chapter 33

Intersection test suite

[[where should this go??]]

In order to systematically test this intersection logic, an intersection test suite was imple-
mented. This test suite goes through several different intersection layouts and tests them
one by one if the dynamics behaves according to the specifications. The results typi-
cally look like as shown in Fig. ??. In this particular example, one link with 500veh/sec
and one link with 2000veh/sec merge into a link with a capacity of 500veh/sec. The
curves are, for different algorithms, time-dependent accumulative vehicle numbers for
the two incoming links. In this case, one sees that until approx time-step 3400, both
links discharge at rates 400 and 100veh/sec, respectively. After that time, the first link is
empty, and the second link now discharges at 500veh/sec. Not all algorithms are simi-
larly faithful in generating the desired dynamics; the thick black lines denote results from
the algorithm that got finally implemented. For further details, see Burriad (2002).

[[there is in fact a 3rd case, see daganzo network cell transmission: outgoing links
and ONE incoming link congested, other incoming link not congested. Do we catch
that? Do we have to?]]

L
4000 5000 6000 7000 8000
Time

L L L
0 1000 2000 3000

Figure 33.1: Test suite results for intersection dynamics. The curves show the number of
discharging vehicles from two incoming links as explained in section 18.3.
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Chapter 34

Routing

[[ben-akiva??]]
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Chapter 35

A Dallas case — do | want this??
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Chapter 36

A Portland/Oregon case

36.1 Introduction

Several groups are developing simulations which can microscopically simulate whole
metropolitan areas in faster than real time (e.g. DYNAMIT, 2000; MITSIM, 2000; Mah-
massani et al, 1995 (DYNASMART); Rickert, 1998 (PAMINA); Gawron, 1998 (LEGO);
Rakha and Van Aerde, 1996 (INTEGRATION); Esser, 1998 (OLSIM) ). By “micro-
scopic” we mean that each traveller is individually resolved. Thus, if one can generate
detailed travel plans for each individual, these simulations can execute these plans, while
recording for example where conflicts in the form of congestion delay the plans.

In consequence, it is only a question of time until it will be easy to couple such models
with models of travel demand generation, as has been demanded for many years (e.g. Ax-
hausen, 1990). Such a coupling will probably include a modal-choice-and-routing mod-
ule (“router”), and it will do systematic feedback iterations between all the modules. That
is, the results of the micro-simulation will be fed back into the router again and again un-
til some relaxation with respect to route choice is obtained, and then the result will be
fed back into the activities generation module, which will generate new activities which
now take into account the slower speeds in the network caused by congestion.

In this paper, an early implementation of such a computational feedback of the microsim-
ulation into the activities module is demonstrated. In fact, practitioners have often done
some version of such a feedback, by adjusting origin-destination matrices in order to
move the volume counts of the assignment model closer to reality. There are also com-
putational procedures with respect to assignment models (e.g. Metaxatos et al, 1995).
What will be done here is use such a computational procedure in connection with an
explicit traffic microsimulation. We will however simplify in several ways: Cars will be
used as the only mode, travel from home to work will be the only demand, and the traffic
micro-simulation is rather simplified. The simulation will be iteratively adjusted towards
the census trip time distribution. This is an early step, and we expect much progress in
the near future. In particular, we expect that transportation microsimulation, where each
traveller is individually resolved, will lend itself much better to integration with activity-
based demand generation than the aggregating technique of traditional assignment does.
Although the focus of our work was the compuration integration of dynamic traffic as-
signment with demand generation, we will compare our results with existing volume
counts in the Portland/Oregon area.

The structure of the paper is as follows: In Sec. 36.2, the problem is stated, followed by a
description of our approach with respect to demand generation and feedback (Sec. 36.3).
After a discussion of related work (Sec. 36.4), the paper moves on to our actual study
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(Sec. 36.5) and its results (Sec. 36.6). The paper is concluded by a discussion and a
summary.

36.2 Problem statement

In general, we want to generate “realistic traffic” via computer simulation. Thus, our
ultimate research goal is to have a model which, when applied to today’s situation, will
yield today’s traffic, and when applied to a hypothetical scenario, will yield a meaning-
ful prediction. In our actual implementations, however, we (as everybody else) make
simplifications. We are, however, not interested in optimal solutions of the simplified
problems; our interest is how close to reality we can get with our simplified models and
computational procedures.

We envisage that such a realistic computer simulation will be a combination of popu-
lation generation, activities generation, routes assignment, and traffic micro-simulation,
coupled via feedback iterations. So what is done in the following is to pick (simple) ver-
sions of these modules, embed them into feedback iterations, and try this on real world
input data. The research question was twofold: (1) What are the computational issues?
(2) How close to reality (or not) does one get with simple assumptions?

The question of the necessary degree of realism in each of these modules is an open prob-
lem which will need further research. That question is not treated in this paper. We do not
claim that the degree of realism (or not) chosen in any of the modules used for our investi-
gation is the correct degree of realism in order to obtain meaningful results. In particular,
we expect that more sophisticated demand generation techniques (e.g. Bowman, 1998;
Doherty and Axhausen, 1998; Arentze et al, 1998) will lead to more realistic results. We
do expect, however, that a systematic inclusion of transportation network impedance, as
demonstrated in our study, will contribute to better and more robust models.

The problem for this paper is how to assign workplace locations to workers via using
computer simulation. It is known from data where people live, and it is also known
where they work, but one has to match these two sets of data. The problem is similar
to the trip distribution step in the four step process. In the work described here, this is
done via some strongly simplified assumptions. One of these simplifications is to only
look at traffic resulting from people driving from home to work. By this one neglects, for
example: delivery trucks, people returning from night shifts, travelers using alternative
modes of transportation, etc. There is also much more complexity in the afternoon peak
than in the morning peak. Again, our investigation is a demonstration of a computational
procedure, not an attempt to obtain the most possible realistic results for a certain field
problem.

Having said that, let us describe our scenario. Our scenario area is Portland in Oregon.
Our input data are: (a) a description of the Portland transportation network; (b) a syn-
thetic population based on Portland demographic data; (c) a list of workplaces including
location and size; (d) the distribution N..,,s(7") of actually encountered trip times 7" from
home to work by the Portland population; and (e) a distribution of starting times. The
problem for this study was to match workers (who have home locations) and workplaces
such that the resulting traffic yields trip times which, when aggregated, match the census
trip times.*

1Since the whole travel of each traveller in our simulation consists of exactly one trip, “trip time” and “travel
time” will be used synonymously.
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36.3 Our approach

The approach that is maybe closest to our work are the discrete choice models (Ben-
Akiva and Lerman, 1985). As is well known, in that approach the utility V; of an alterna-
tive 7 is assumed to have a systematic component U; and a random component »;. Under
certain assumptions for the random component this implies that the probability p; (called
choice function) to select alternative 7 is

pi = CXp(ﬁUZ-)/ZCXp(ﬁUk) . (36.1)
k

p; could for example represent the probability to accept a workplace that is i seconds
away. If 7 is indeed taken as time, then U; is negative, and it follows an inverse S-shaped
curve which starts at zero, decreases slowly for small times, decreases faster for medium
times, and decreases again slowly for large times (Bowman, 1998). By this approach,
our above location choice problem would be solved by weighting each given workplace
according to time-distance 7 by p; and then making a random draw in these probabilities.
Clearly, for the discrete choice approach one needs to know the function 5U;.

In this paper, the “psychological” function SU; is obtained from “observed” trip time
distributions, using new methods of micro-simulating large geographical regions. The
core idea is that an observed trip time distribution N;,.(¢) can be decomposed into an
accessibility part NV,.s(¢) and an acceptance (= choice) function f. ()

Ny (t) = Naes(t) fen(t) (36.2)

Naes(t) is the number of workplaces at time-distance ¢; f..(t) is proportional to the
probability that a prospective worker will accept this trip time. Thus, apart from nor-
malization f.;, is the same as the choice function in discrete choice theory. Our decom-
position allows to separate the network specific accessibility distribution N,.s(¢) from
the “psychological” trip time acceptance function. In principle, f..(t) as found via our
relaxation method should be the same as when obtained via an estimation of a survey
when suitably averaged over the whole population.

Given a micro-simulation of traffic, V,.s(¢) can be derived from the simulation result.
For a given home location (and a given assumed starting time), one can build a tree
of time-dependent shortest paths, and every time one encounters a workplace at time-
diestance ¢, one adds that to the count for trip time ¢. The challenge is that this result
depends on the traffic: Given the same geographic distribution of workplaces, these
are farther away in terms of trip time when the network is congested than when it is
empty. That is, given the function f.(¢), one can obtain the function N, (¢) via micro-
simulation, i.e. Nocs(t) = G[fen(.)](t), where G is the micro-simulation which can be
seen as a functional operating on the whole function f.,(.). The problem then is to find
the macroscopic (i.e., averaged over all trips) function f.,(.) self-consistently such that,
for all travel times ¢,

]\‘Tt'f'(t) = G[f(h()}(f) f(:h,(t)' (363)

For this, a relaxation technique is used. It starts with a guess for f.,(¢) and from there
generates N,.s(t) = G|[f.,](t) via simulation. A new guess for f.,(¢) is then obtained
via

FEI() = Nop(8) /NS (8) - (36.4)

c acs

A fraction f,., of all travelers will do their workplace selection again, using the new
.f('”l). G[.] is generated again via micro-simulation, and this is done over and over

ch

again until a sufficiently self-consistent solution for f.; (¢) is found.
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Real census data is used for N;,.(t) (see “census-100"-curve in Fig. 36.3; from now on
denoted as N.,,s(t)). People usually give their trip times in minute-bins as the highest
resolution. Since our simulation is driven by one-second time steps we need to smooth
the data in order to get a continuous function instead of the minute-histogram. Many
possibilities for smoothing exist; one of them is the beta-distribution approach in Wagner
and Nagel (1999). Here, we encountered problems with that particular fit for small trip
times: Since that fit grows out of zero very quickly, the division Ny, /N, had a tendency
to result in unrealistically large values for very small trip times. We therefore used a
piecewise linear fit with the following properties: (i) For trip time zero, it starts at zero.
(ii) At trip times 2.5 min, 7.5 min, 12.5 min, etc. every five minutes, the area under the
fitted function corresponds to the number of trips shorter than this time according to the
census data.

Obtaining G| f..] itself via simulation is by no means trivial. It is now possible to micro-
simulate large metropolitan regions in faster than real time, where “micro”-simulation
means that each traveler is represented individually. The model used here is a simple
queuing type traffic flow model described in Simon and Nagel (1999). However, even if
one knows the origins (home locations) and destinations (workplaces), one still needs to
find the routes that each individual takes. This “route assignment” is typically done via
another iterative relaxation, where, with location choice fixed, each individual attempts to
find faster routes to work. Rickert (1998) and Nagel and Barrett (1997) give more detailed
information about the route-relaxation procedure; see also Fig. 36.1 and its explanation
later in the text.

Once fc(,'fl)(t) = Nons(t) /N2 (1) is given, the workplace assignment procedure works
as follows: The workers are assigned in random order. For each employee the time
distances ¢ for all possible household/workplace pairs [hw] are calculated, while the
home location £ is fixed and taken directly from the household data for each employee.
Let ¢, be the resulting trip time for one particular [hw] and n.,,,(w) the number of
working opportunities at workplace w. Then, an employee in household £ is assigned to

a working opportunity at place w with probability
Phw X nwo(/w)fch (thw)- (365)

In addition to work location, home-to-work activity information also includes the times
when employees start their trip to work. These are directly taken from the household
data.

The complete approach works as follows:

(1) Synthetic population generation: First a synthetic population was generated based on
demographic data (Beckman et al, 1996). The population data comprises microscopic
information on each individual in the study area like home location, age, income, and
family status.

(2) Compute the acceptance function f.,(7"). This is done as follows:

(2.1) For each worker i, compute the fastest path tree from his/her home location. Com-
pute the resulting workplace distribution N,,,(i, T") as a function of trip time 7'.2

(2.2) Average over all these workplace distributions, i.e.

Nup(T) i= (Nup (1)) 1= (L/N) 37 Nug 0. T) (36.6)

where N is the number of workers, which is by definition also equal to the number of
workplaces. N,,,(T') is thus equivalent to our earlier N.s(T).

2In contrast to the routing module, no time-dependence was used here although future implementations
should do so.
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Act. Gen.

Router

Simulator

Time ——p

Figure 36.1: Iterative Activity Re-Assignment: Schematic subsequent application of ac-
tivity generator, router, and traffic simulator.

(2.3) Compute the resulting average choice function via
fch(T) X Ncns(T) /pr(T) . (367)

In addition, a normalization constant needs to be computed such that

> fan(T)=1. (36.8)
T

(3) Assign workplaces. For each worker i do:
(3.1) Compute the congestion-dependent fastest path tree for the worker’s home location.

(3.2) As a result, one has for each workplace the expected trip time 7. Counting all
workplaces at trip time 7" results in the individual accessibility distribution N, (i, T').

(3.3) Randomly draw a desired trip time 7"* from the distribution N, .«(i,T") fer(T).

(3.4) Randomly select one of the workplaces which corresponds to 7*. (There has to be
at least one because of (3.1).)

(4) Route assignment: Once people are assigned to workplaces, the simulation is run
several times (5 times for the simulation runs presented in the paper) while people are
allowed to change their routes (fastest routes under the traffic conditions from the last
iteration) as their workplaces remain unchanged.

(5) Then, people are reassigned to workplaces, based on the traffic conditions from the
last route iteration. That is, go back to (2).

This sequence, workplace reassignment followed by several re-routing runs, is repeated
until the macroscopic traffic patterns remain constant (within random fluctuations) in
consecutive simulation runs. For this, one looks at the sum of all people’s trip times
in the simulation. The simulation is considered relaxed when this overall trip time has
leveled out.

Running this on a 250 MHz SUN UltraSparc architecture takes less than one hour compu-
tational time for one iteration including activity generation, route planning, and running
the traffic simulator. The 70 iterations necessary for each series thus take about 4 days of
continuous computing time on a single CPU.

36.4 Related work

The topic of this paper is a computational procedure of how to systematically feed back
the results of a dynamic traffic assignment (DTA) to demand generation. In principle,
any route assignment could be used instead of ours. However, since our work are steps
towards a completely microscopic simulation approach, we are primarily interested in
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36.5. Experimental setup and simulation results

simulation-based route assignment and network loading. For this, one needs traffic
flow simulations where one is able to follow each vehicle individually. Some simula-
tions which fulfill this requirement besides the queue simulation used in the paper are:
PAMINA (Rickert, 1998); the Transims main micro-simulation (Transims, 1992); LEGO
(Gawron, 1996); INTEGRATION (Rakha and Van Aerde, 1996); DYNASMART (Mah-
massani et al, 1995); PARAMICS (1996); MITSIM (Yang, 1997); DYNAMIT (2000);
DYNEMO (Schwertfeger, 1987) or VISSIM (2000). Out of these, probably only LEGO,
DYNASMART, DYNEMO, and DYNAMIT are fast enough to run iteration series such
as ours on a single CPU. Within these four, LEGO is based on a queue model very sim-
ilar to ours, while the other three use macroscopic equations for the movement of the
vehicles.

In terms of re-routing during the route iterations, we use a standard time-dependent
fastest path Dijkstra (see, €.g., Jacob et al, in press) based on 15-min link trip time aver-
ages. However, for this paper only a fraction of the population is re-planned. A widely
used alternative is to re-plan 100% of the population in each iteration but to use a dis-
crete choice approach approach to spread travelers across different routes (Cascetta and
Papola, 1998; Bottom, 2000). Besides different theoretical properties, these approaches
also have different computing complexities. The time complexity of our approach for
the routing is O(f N Elog K ), where NN is the number of travelers, f is the re-planning
fraction (usually 10% in this paper), and E'log K is the complexity of the Dijkstra al-
gorithm where I is the number of edges and K the number of nodes. Note that this
is independent of the time resolution. The approaches which re-plan everybody usually
exploit the fact that, for any given starting location, one obtains the complete shortest
path calculation for all destinations with the same worst case complexity as the calcu-
lation for just one destination. One thus obtains O(F'(AT) M Elog K), where M is
the number of possible starting points (traditionally zones) and F'(AT') is some function
that increases with increasing time resolution (decreasing A7") (Chabini, 1998). Since in
our work each link is a potential starting point, this translates into O(F(AT) E*log K).
In this paper, where £ ~ 20k, N ~ 500000, and f = 0.1, the two approaches are
about equivalent. For street networks with higher resolution, £ grows while N remains
constant, making our approach grow more slowly in time complexity.

Also the workplace assignment is an old problem. An example of such a matching is
the classic “Hitchcock” solution (Sheffi, 1985), where the workplace assignment is done
in such a way that the overall sum of all trip times is minimized. This clearly results in
much shorter trips than in reality. Axhausen (1990) suggests to couple demand genera-
tion, route assignment, and traffic simulation, although he puts more emphasis on on-trip
learning than in the implementation presented here. Several groups such as the groups
of Ben-Akiva or Mahmassani are actively working on this as extensions of their ITS
projects. We are not aware of any results of these attempts yet. There are also earlier
versions of the work presented in this paper (Wagner and Nagel, 1999, Esser and Nagel,
1999).

36.5 Experimental setup and simulation results

The study described in this paper was carried out as part of the Transims project (Tran-
sims, 1992), which was at that time aimed at simulating the whole city of Portland mi-
croscopically (i.e., with resolution down to single individuals) under consideration of
activity generation, modal choice and route planning, and transportation dynamics. The
simulations described in this paper were run on a road network consisting of 8,564 nodes
and 20,024 links representing a subset of the real network.

Traffic counts for validation are available for 495 links comprising flow data for the
morning peak from 7:15am to 8:15am. Data are available for the years 1992 and 1994.

file: book.tex, p-36-6 January 31, 2005



36.5. Experimental setup and simulation results

Data for 1992 is used for those links for which no 1994 data are available (68 links); for
all other links, the counts of 1994 are used.

The data were collected using pneumatic road tubes and averaged over two or three week-
days; mostly on Tuesdays, Wednesdays, and Thursdays outside of holiday periods and
while school was in session. The counts are not seasonally adjusted. Axle adjustment
factors are applied to account for trucks, which are not explicitely counted. The accu-
racy of the counts is considered to be 80 — 85% (Bill Stein, Portland Metro, personal
communication).

Another set of data available are the results of assignment runs by Portland Metro. These
runs use their own demand generation, and the EMME/2 assignment algorithm (Babin,
1982). Note that “EMME/2” results in this paper will refer to results of that particular
study by Portland Metro including its demand generation.

One problem with our census based assignment approach is that trip times are overesti-
mated for at least two reasons:

(2) First, when people are asked for the time they spend for their trip to work they usually
report the total door to door time including the time to get to the car or park the car. On
top of that, people tend to overestimate the time they spend driving especially in stop-
and-go traffic (K. Lawton, personal communication).

(2) Second, the road network used for our simulation does not cover most minor streets.
That means the time people spend on these roads should be taken out of the distribution.

The amounts of those times can however not be estimated without further information.
To get an idea whether a trip time distribution which is shifted to lower trip times yields
more realistic results, two different workplace assignment iterations were done: One with
the original census distribution, and another with all desired travel times reduced to 80%
of the original value. In the following we refer to these runs as run sim-100 and sim-80,
respectively.

In Fig. 36.2 the total trip time is plotted for both series, sim-100 and sim-80. Each
simulation run refers to running the queue simulation for the morning (from 4am till
12pm). After every 5 iterations in which people are rerouted only, people are assigned to
new workplaces. This can be seen as a sudden, normally upward jump of the total trip
time in the plot. The reason for the jump is that it takes some reroute iterations to adjust
the routes to the changes in the trip demand pattern. We ran 20 route iterations after the
last workplace assignment to make sure that the routes are actually relaxed.

As expected, the total trip times are lower for sim-80 (Fig. 36.2). Yet, it is striking that
a decrease in desired trip times by 20% results in actual trip times which are about 50%
lower. The reason will be explained in the next paragraph.

By looking at the trip time distributions in the simulation (Fig. 36.3), it can be seen that
the resulting distribution for sim-80 is closer to the corresponding census distribution
than it is for sim-100. Even after assignment and route relaxation, there are still a lot
of unrealistically high trip times for sim-100. This results from the fact that the over-
all traffic demand is more than the network can carry, leading to a lot of congestion.
It is well known that large fluctuations occur when transportation systems are operated
with demands that exceed capacities (Kelly, 1997; Nagel and Rasmussen, 1994). Ac-
tually, detailed investigation shows that in each simulation run different people account
for the very high trip times, which underlines the influence of large fluctuations. Also
for sim-80, the distribution resulting from the simulation does not perfectly match the
corresponding modified census distribution. Nevertheless, the effect of large fluctuations
due to congestion is smaller than for sim-100. These erratic occurrences of large trip
times are also the reason why the reduction of the desired trip times by 20% leads to a
decrease in actual trip times by 50%: In sim-100, the system is simply not capable to
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find a solution that is able to match the demand, and thus has too few contributions at trip
times around 500 secs while it has too many contributions at trip times above 3000 secs.

As mentioned above, we do not claim that the 80% census trip time distribution leads to a
realistic representation of the real traffic flows in the study area. The idea is just to check
the assumption that a reduced distribution leads to more realistic traffic flow patterns.
The comparison with the field data is topic of the following section.

36.6 Comparison to field data and to emme/2 study
results

First, the field count data is compared with the results of our simulation runs directly for
every link. For comparison, the results of the “EMME/2 study” are also shown. Fig. 36.4
shows the typical scatterplots, with field data on the x-axis and simulation results for the
same links on the y-axis. Note that both axes are logarithmic.

The first observation is that the plots look remarkably similar in structure. All three
studies give relatively unbiased results for high flows, and underestimate low volumes.
In addition, there are a few data points where simulation and reality are rather far apart.

At closer inspection, one notes that EMME/2 is somewhat overestimating high volumes,
whereas our simulations are underestimating them. This is confirmed by bias calculations
(see below). Such an effect is consistent with what one would expect: The Portland Metro
assignment model for the presented results does not have a flow cutoff at capacity, so that
it is possible to actually put more flow on a link than that link has capacity. This happens
in particular at bottlenecks on short links in an otherwise relatively uncongested area.’
The queue model traffic simulation tends to behave in the opposite way. If demand is
higher than capacity, the queue spills back. Once this queue reaches another intersection,
that intersection will normally be blocked for all directions, not just for the direction into
the congested link. This is a consequence of the fact that the queue model neglects multi-
lane effects at intersections. This means, for instance, that a car waiting for a chance to
make a left turn blocks all following cars on this link. This tends to cause unrealistically
large spill backs.

When one compares sim-80 to sim-100, the flows for sim-80 are closer to the field data
for high volumes, and farther away for medium volumes. It is striking that demand
reduction by as much as 20% changes the resulting flows so little. This adds to the
conjecture that measured flows in a network depend as much on the network structure as
on the demand structure.

For more detailed information, one can look at links in different classes regarding field
data and direction (Table 36.1). For each class ¢ we calculated the mean absolute and
relative bias, i.e.

babs,(i = (1/N() Z(xt_fz) = (1/N() (ZL—Z&) and b'r'el@: = babs,(:/ <§>c:

' (36.9)
the mean deviation from the field data, i.e.

dabs,c - (1/1\1) Z ‘Iz - gz‘ and dr’el,c - dabs.c / <£>( ) (3610)

SThis really depends on the cost function which is used. Most cost functions set link speed v to a very low
number (but not to zero) at high volumes. Since link costs are proportional to L /v, where L link length, one
has that congested links do not contribute much to the cost of a route as long as these links are short and rare.
In consequence, much too high volumes can be assigned to such links.
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and the root mean square deviation from the field data, i.e.

1/2
vare = ((1/1\},) Z(IZ - EZ)2> and o.=wvar./(£).. (36.11)

i

Links were classified by visual inspection into links leading towards the Portland down-
town area, and all other links. The tables show that our simulations are underestimating
the flows on the “other” links more than they are underestimating the flows on the links
towards downtown. Visual inspection of the simulations reveals that this is probably a
result of too much demand (and thus congestion) for traffic away from the downtown
area. This is what one would expect from our simplifications: We are assuming a spa-
tially homogeneous trip time distribution; yet, one would expect that people who live
downtown moved there because they have a higher dislike of long trip times than the
average population.

Regarding the size classes, sim-100 systematically underestimates volumes except for
class 1 (< 250). Sim-80 underestimates less for class 6 (> 1500), underestimates more
for all intermediate classes, and is nearly unbiased for class 1. The interpretation of this
is that in sim-100, traffic on the major roads is so congested that the routes are pushed
onto the smaller streets. The EMME/2 studies, in contrast, systematically over-estimate
volumes. Similar to our results, the ratio of traffic on small vs traffic on large roads is
too high. Quite possibly, the fastest path search that is used in both approaches makes
simulated travelers accept complicated detours on minor streets more easily than in the
real world.

Last, one should also remember that the estimated error of the field counts is assumed to
be no better than +15 — 20%. We will come back to this point in the discussion.

In summary, one can say the following: Our simulations are far enough progressed to
allow tentative comparisons to real world volume counts. The simulations done for this
investigation lead to traffic flows with volumes that are somewhat low when compared to
reality. Due to the complexity of the approach, there can be many reasons for this, and
the systematic analysis of these effects should be the subject of future research.

36.7 Discusssion

The purpose of this study was to couple a simple demand generation method with route
assignment and transportation micro-simulation via a computational feedback procedure.
We wanted to explore in how far such an approach is feasible, and then out of scientific
curiosity and as a benchmark we compared the results with real world data and with
existing EMME/2 study results for the same problem. What can one learn from this?

First, it is now indeed both methodologically and computationally possible to system-
atically couple demand generation, route selection, and transportation micro-simulation.
Again, this does not automatically mean that this is always the best method; however,
it can and thus should be explored as one of many alternatives. Also note again that
practitioners have always done some version of this feedback: If an assignment did not
generate plausible flows, it was common practice to adjust the trip matrix (K. Cervenka,
personal communication). The main differences thus are that we do it systematically and
computerized, and that we use a micro-simulation instead of a static assignment. — The
second result is that for the morning peak, extremely simple assumptions yield results
which are comparable to results of an EMME/2 study.

An important task would be to separate the influences of the different modules. In addi-
tion to the input data, there are four computational modules involved in this study: de-
mand generation, routing, traffic flow simulation, and feedback mechanism. All of these
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| class | n | meanbias | meanerr | RMSerr |
total 495 | -195 (-20%) | 342 (36%) | 611 (63%)
fo-downtown || 142 | -166 (-15%) | 313 (29%) | 473 (44%)
other 353 | -207 (-23%) | 354 (39%) 658 (72%)
<250 104 | 46 (32%) | 129 (90%) | 186 (130%)
9250 — 500 || 126 | -51(-14%) | 184 (50%) | 226 (61%)
500 — 750 || 87 | -96(-15%) | 226 (37%) | 278 (45%)
750 — 1000 || 44 | -184 (-21%) | 285 (33%) | 367 (43%)
1000 — 1500 || 62 | -274 (-23%) | 382 (32%) | 512 (43%)
> 1500 71 | -855 (-25%) | 1068 (31%) | 1428 (41%)
| class | n [ mean bias meanerr | RMSerr |
total 495 | -200 (-22%) | 344 (36%) | 556 (58%)
fo-downtown || 142 | -191 (-18%) | 366 (34%) | 575 (53%)
other 353 | -216 (-24%) | 335 (37%) | 548 (60%)
< 250 104 | 2 (1%) 117 (82%) | 167 (116%)
9250 — 500 || 126 | -83(-23%) | 200 (54%) | 241 (65%)
500 — 750 || 87 | -171(-28%) | 263 (43%) | 307 (50%)
750 — 1000 || 44 | -212 (-25%) | 291 (34%) | 370 (43%)
1000 — 1500 || 62 | -308 (-26%) | 388(32%) | 510 (42%)
> 1500 71 | -684 (-20%) | 1011 (29%) | 1249 (36%)
| class | n [ meanbias [ meanerr | RMSerr |
total 495 | 83 (9%) | 275 (29%) | 413 (43%)
to-downtown || 142 | 215 (20%) | 318 (29%) | 476 (44%)
other 353 30 (3%) 258 (28%) 385 (42%)
<250 104 | 84 (59%) | 146 (102%) | 259 (181%)
9250 — 500 || 126 | 71(19%) | 199 (54%) | 263 (71%)
500 — 750 || 87 | 57(9%) | 212 (34%) | 297 (48%)
750 — 1000 || 44 | 106 (12%) | 314 (36%) | 376 (44%)
1000 — 1500 || 62 | 147 (12%) | 364 (30%) | 473 (39%)
> 1500 71 | 73(2%) | 574 (16%) | 757 (22%)

Table 36.1: TOP: sim-100. MIDDLE: sim-80. BOTTOM: EMME/2 study.

can contribute to variations in the volumes. A systematic study would vary or switch
these modules one by one and establish the effect on the volumes. This was beyond the
scope of this investigation; the following paragraphs will discuss some of the issues.

NETWORK DATA: We have used the same network input data as the EMME/2 studies.
Errors here should, to a certain extent, show up similarly with both approaches. It seems
that at the level of current accuracy, there are no major errors in these files. That belief is
reinforced by the fact that Portland Metro has been using these files for many years.

DEMAND GENERATION INPUT DATA: The data used here was: household loca-
tions, workplace locations, and distributions of start times and trip times. The accuracy
of these is unkown. With regard to trip times, it was already discussed earlier that the
trip times from the census most probably over-estimate times on our network, for two
reasons: (1) Travelers intuitively report the time from door to door, not the time actually
on the road. (2) Since many local streets are missing in our network, the time spent in
our network should be smaller than the complete time on the road. Indeed, reducing all
trip times to 80% (*“sim-80”) in our study did not lead to significant changes in volumes
and even led to higher (and more realistic) volumes on the major streets, adding to the
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assumption that reported trip times are probably too high. Also, just looking at home-to-
work trips is a simplification. Any traffic besides home-to-work trips is neglected, such
as deliveries, people returning from night shifts, shopping, leisure, etc. All these will be
indispensable in order to understand 24-hour traffic patterns.

VOLUME COUNT DATA: There is a slight inconsistency between the input data and
the volume count data: Input relies on the census, which is from 1990, while the volume
counts are from 1992 and 1994. In fact, the average change (mean bias; see above for
definition) of traffic flows from 1992 to 1994 is +4%. A bigger challenge is the variabil-
ity of the data. Fig. 36.5 shows, where available, the counts from 1992 against the counts
from 1994. There is strong variability of the counts, and the average absolute difference
(mean error, see above for definition) is in fact 31%.% This indicates that in future two
things need to be done: (1) Field data need to include a measure of variability; and (2) the
corresponding variability measure needs to be obtained from simulations.

ROUTING: This study assumes fastest path routing. Most probably, this is only an
approximation of what real people do. In fact, both our simulation results and the model
results from the Portland Metro study over-state traffic on minor streets, indicating that
the simulated travelers are more willing to accept complicated detours than real world
travelers. Also, at the moment no other mode of transportation is included. For the
Portland case, this should for example lead to an over-estimation of car traffic between
downtown locations.

TRAFFIC FLOW SIMULATION (also called network loading): As discussed earlier,
our traffic flow simulation (the queue model) underestimates volumes. In contrast, tra-
ditional assignment network loading usually over-estimates volumes (depending on the
cost function).

A heuristic possibility for progress would be to design a traffic flow simulation with a
behavior somewhere in between our queue model and the traditional assignment network
loading. A more systematic approach would be to use a more realistic micro-simulation
in order to exactly pin-point the deficiencies. In that context, it would be interesting to
also look at link speeds in order to decide whether low counts are caused by low traffic
or by congestion. This data is easy to extract from the simulations, but it typically does
not exist for the field. ITS technology will have a significant impact here.

FEEDBACK: Our feedback method performs slow adaptation based on the previous
iteration, similar to fictitious play in game theory. While the result of such an approach
is not exactly a Nash Equilibrium, it is assumed to be close.® Two aspects need to be
considered separately:

e Convergence/uniqueness: If one sees the second-by-second trajectory of the micro-
simulation as a point in state space, then the iterations are mappings from that state
space into itself (e.g. Bottom, 2000). The way our iterations are set up, they de-
scribe a Markov-process in that state space, which means that the iterations even-
tually reach a steady state with a corresponding steady state density in state space
(e.g. Cantarella and Cascetta, 1995). Little is known about the characteristics of
this steady state density distribution, for example if it is unique, or how many it-
erations one would need to be reasonably close to ergodicity. In practice, it seems
that route iterations behave in a similar way as traditional steady state assignment,
that is, they normally yield, within Gaussian fluctuations, unique results for the
traffic on the link level (e.g. Bottom, personal communication; Nagel et al, 1999).
We are not aware of results of how this extends to feedback iterations into the trip
distribution as considered in this paper.

4This number is larger than one would expect from Fig. 36.5. The reason is that many high volume streets
were not counted in both years, thus leading to a smaller mean, which leads to a larger relative error.

5For certain —much simpler— systems, one can show that many plausible iteration schemes converge towards
the same state (Hofbauer and Sigmund, 1998).
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e Human behavior: It is well-known that convergence results are used only because
they are scientifically well-defined, not because they are realistic. WWhen comparing
to field data, one should keep in mind that it is unclear how close real systems are
to the converged result.

INHOMOGENEITIES: One aspect already mentioned earlier in the text but that should
be stressed again is that our method unrealistically assumes homogeneity of all aspects
of the scenario except for traffic. For example, it is assumed that the behavioral function
fen s the same for everybody, and that one can obtain it by averaging both the trip times
and the accessibility over the whole population and the whole region. This is clearly a
simplifying assumption — for example, one might expect that people living downtown
have a stronger dislike of long trip times than the average population.

Another inhomogeneity in the Portland situation stems from the fact that the part of the
metro region which is north of the Columbia river, so-called Clark County, is part of the
State of Washington, while the rest of Portland is part of the State of Oregon. Many
Oregon workers choose to live in Clark County for the lower property taxes and cheaper
large-lot housing (an effect of differences in land use policy), despite the congested com-
mute and Oregon income tax. Oregon has one of the highest personal income taxes of
the U.S. States, while Washington does not have a State tax on personal income. Oregon
personal income tax is also paid by non-Oregon residents as long as they work in Ore-
gon. Thus, there is a substantial tax incentive for those who live in Clark County to also
work there. This, however, is often not possible due to a low jobs-housing ratio in Clark
County. All this results in a relatively high split between peak and non-peak direction
volumes on the Columbia River bridges. Sales tax is the opposite: There is no sales tax
in Oregon while sales taxes in Clark county average 8%. In consequence, retail activity
in Clark County is somewhat suppressed by residents’ proximity to tax-free shopping
in Oregon. For example, there is a major big-box retail area on the Oregon side of the
I-5 bridge that owes its existence to the sales tax disparity. (Bill Stein, Portland Metro,
personal communication)

This should result in less traffic northbound into Clark county in the morning peak in
reality than in our model. This is easy to check since there are only two bridges across the
Columbia river. Indeed, with sim-80 we obtain 7473 veh/hour northbound as opposed
to 4650 in the field, while southbound the numbers are comparable: 10052 and 9740,
respectively. Sim-100 numbers are lower than sim-80 numbers, due to congestion in the
model, but have the same tendency.

36.8 Summary

We have implemented a computational feedback between demand generation and traffic
simulation in a real world setting in Portland/Oregon. This was done via a double re-
laxation loop: an inner loop for relaxation of the route assignment with fixed demand,
and an outer loop for relaxation of the demand. Typically, about 70 runs of the traffic
micro-simulation are necessary for one relaxed result. We have used data from Port-
land/Oregon.

For simplicity, we have concentrated on assigning workplaces to workers (whose home
locations were given). The challenge was to perform this workplace assignment self-
consistently such that the resulting trip times correspond to the trip time distribution
given via census data.

Our results demonstrate that with current computational technology and simple mod-
els, it is possible to do such studies while retaining microscopic resolution through-
out the whole computation. Microscopic resolution here means that each of the about
500 000 travelers and each vehicle are represented individually in each step of the method.
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Our simulations were run on single CPU workstations; one relaxation series typically
took about four days of computer time.

Because of the many simplifications, we did not expect our results to be a good model
of reality. Nevertheless, in order to provide a benchmark we compared our results to
real world morning peak volume counts from the Portland/Oregon area, and we included
into the comparison results of an older study by Portland Metro using different methods.
These results are summarized in Fig. 36.4. It is encouraging that one gets so close with
so relatively little investment in terms of input data. In fact, input data consists of noth-
ing more but the EMME/2 street network information, some population characteristics
from the census (home locations of workers; overall trip time distribution for home-to-
work trips; overall trip starting time distribution), and the locations of workplaces. The
methodology uses a relaxation algorithm of workplace assignment, a fastest-path rout-
ing, and a queuing micro-simulation. Our study demonstrates that such a microscopic
approach is both computationally and methodologically feasible even on modest com-
puting hardware.
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for providing the data for the Portland/Oregon area, without which this study would not
have been possible at all. Much of the work was done while the authors were at Los
Alamos National Laboratory (LANL) and at Santa Fe Institute (SFI). We thank the Tran-
sims project at LANL for providing the technical infrastructure necessary for running
these studies.
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Figure 36.2: Total trip time in the simulation during the iterative assignment with the
original census trip time distribution (sim-100) and the census distribution with trip times
reduced to 80% (sim-80).
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comparison to the 100% and the 80% census trip time distribution. Only completed trips
contribute to the distribution.
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Figure 36.4: Scatterplot of simulated data (y-axis) vs. field data (x-axis). TOP: sim-100.

CENTER: sim-80. BOTTOM: EMME/2-study. It is remarkable that reducing the desired
trip times by 20% (top to middle) does not seem to change very much at all.
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Figure 36.5: Variability of field data. For some measurement locations, count data were
available both for 1994 and 1992. For those locations, the 1992 value is plotted against
the 1994 value. A better understanding of field data variability will be necessary for

further progress.
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