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The mathematical approaches for modeling dynamic traffic can roughly be divided into two categories: discrete

packet routing models and continuous flow over time models. Despite very vital research activities on models in

both categories, the connection between these approaches was poorly understood so far. In this work we build

this connection by specifying a (competitive) packet routing model, which is discrete in terms of flow and time,

and by proving its convergence to the intensively studied model of flows over time with deterministic queuing.

More precisely, we prove that the limit of the convergence process, when decreasing the packet size and time

step length in the packet routing model, constitutes a flow over time with multiple commodities. In addition,

we show that the convergence result implies the existence of approximate equilibria in the competitive version

of the packet routing model. This is of significant interest as exact pure Nash equilibria, similar to almost all

other competitive models, cannot be guaranteed in the multi-commodity setting.

Moreover, the introduced packet routing model with deterministic queuing is very application-oriented as it

is based on the network loading module of the agent-based transport simulation MATSim. As the present

work is the first mathematical formalization of this simulation, it provides a theoretical foundation and an

environment for provable mathematical statements for MATSim.
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1 INTRODUCTION
Modeling traffic is an essential, but difficult task for which many different approaches have been

developed during the last decades. Some, mainly older approaches model traffic as time-independent

static flows [21, 22, 28]. These models are relatively simple and well-understood, e.g. regarding

existence, uniqueness, efficiency, and structure of equilibria, but they can only model aggregated

traffic flows. In contrast to that, there are time-dependent dynamic approaches, which lead to

more realistic, but also more complex models. There exists various mathematical approaches as
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well as simulation tools in this category. Some consider discrete time steps [11, 13, 23, 29], while

others model continuous time [12, 17, 24]. Some model traffic as discrete travelers (vehicles/packets)

[11–13, 23, 24, 29], while others model it as continuous splittable flows [9, 10, 17]. In this paper we

consider two of these approaches: on the one hand, the intensively studied flow over time model

with deterministic queuing [17], which considers continuous time and continuous flow, and on

the other hand, a packet routing model considering discrete travelers and discrete time steps. The

latter is based on the transport simulation MATSim (Multi-agent transport simulation, see [13])

and it is very similar to the model studied by Werth et al. [29].

The flows over time model yields exact user equilibria, called dynamic equilibria or Nash flows
over time [17]. They are guaranteed to exist [3, 4] and their structure has been studied intensively

[5, 7, 15, 16, 20, 27]. Even though most of the work has been done for single-origin-destination

networks, the existence results and further structural insights have been transferred to the multi-

terminal setting as well [4, 26]; see also [25] for an extended analysis on all facets of Nash flows

over time. Even more general, Meunier and Wagner [18] introduce a broader class of dynamic

congestion games and show the existence of dynamic equilibria.

On the application side, the large-scale, agent-based transport simulation MATSim is used to

model real-world traffic scenarios for transport planning purposes. To achieve this in reasonable

time, MATSim simplifies real-world traffic by discretizing time and aggregating vehicles. A co-

evolutionary algorithm is used to compute approximate user equilibria. Despite the different

perspectives of the two approaches, experiments by Ziemke et al. [30] indicate that Nash flows

over time are the limits of the convergence processes when decreasing the vehicle size and time

step length in the simulation coherently. This motivates the question whether the convergence of

the flow models can be verified and proven mathematically.

1.1 Our Contribution
To answer this question, we introduce a multi-commodity packet routing model, which is basically

a mathematical formalization of MATSim’s network loading module. This packet routing model
with deterministic queuing can be seen as a refinement of the existing packet model studied by

Werth et al. [29].

The main contribution of this work consists of the proof that for a fixed commodity-wise flow

supply the packet flow in the discrete model converges to the corresponding flow in the continuous

model, when the time step length and packet size go to zero. The key idea is to identify particles

with packets and to show convergence of their travel times. Note that this result focuses on the

network loading aspect of the models and does not consider any game theoretical aspects yet, i.e.,

the routes for the commodities are fixed. Up to our knowledge, the presented work is the first to

prove convergence of a discrete to a continuous model in the dynamic setting.

Additionally, we show that, as a consequence of the convergence proof, the competitive version of

the packet routing model possesses approximate user equilibria. This is particularly surprising since

– up to our knowledge – the existence of (approximate) pure Nash equilibria in a multi-commodity

setting has not been proven for other similar competitive packet routing models. Note that exact
multi-commodity pure Nash equilibria are not guaranteed to exist in most packet routing models;

this is also the case for the model presented here.

Our results are of significant interest as they are the first step towards the transfer of established

structural results on dynamic equilibria from flows over time to competitive packet routing games.

On the one hand, this provides the first building block for a mathematical foundation of MATSim,

on the other hand, the convergence of the network loading module of the widely used transport

simulation strengthens the relevance of dynamic equilibria in the flows over time model.
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1.2 Further Related Work
The connection between discrete and continuous models in dynamic transportation settings has

been studied before. Otsubo and Rapoport [19] consider the Vickrey model and focus on experi-

mental comparisons and Cantarella and Watling [1] compare discrete and continuous time models

by presenting mathematical tools and applications and unify both in a single model.

In static routing games convergence has been shown very recently by Cominetti et al. [6]. They

prove convergence of equilibria in routing games from two perspectives, on the one hand, when

player sizes decreases, and on the other hand, when the probability with which players participate

in the game decreases.

For flows over time a connection between discrete and continuous optimization problems was

established by Fleischer and Tardos [8] in 1998. They transferred optimization algorithms for

discrete-time flow models to a flow model with continuous time.

The competitive packet routing model presented in this paper is similar to existing packet routing

models with first in first out (FIFO) rules; see [2, 14, 23, 29]. However, each model has a different

focus. Werth et al. [29] consider complexity questions and the price of anarchy for several different

objective functions: arrival times and bottleneck costs as players’ objectives and sum of completion

times as well as makespan as social cost. While Ismailli [14] analyzes the computational complexity

of computing a best response and a Nash equilibirum, Scarsini et al. [23] analyze the price of

anarchy of a packet routing model with periodic inflow rates. Finally, Cao et al. [2] analyze the

existence of subgame perfect equilibria.

2 PACKET ROUTING MODELWITH DETERMINISTIC QUEUING
In this section, we formally introduce our packet routing model, which is motivated by the network

loading model of MATSim. Packets with individual origins and destinations travel in discrete time

steps through a network, where arcs have a transit time and a capacity. After traversing an arc,

packets might be delayed at bottlenecks, where they have to wait with other packets in a point

queue. In order to enter the next arc, packets from different incoming arcs are merged as smoothly

as possible, similar to the zipper method from real traffic. The length of a time step and the packet

size are given by some discretization parameters (𝛼, 𝛽), which are crucial to show convergence later

on. Note that our model is similar to the model of Werth et al. [29] with the only difference that

we consider the zipper method (with arc priorities as tie-breaking) for the merging process, while

Werth et al. directly break ties according to arc priorities without using the zipper-like merging.

2.1 Preliminaries
Units. Since we consider convergence later on, we keep the time and packets size flexible. As

help for orientation, we introduce some units for time and for the size of the packets. We fix two

base units, namely sec for a base unit of time, and vol for the base unit of packet volume. Note,

however, that the used variables are all considered to be unitless and we use these base units only

for intuition.

Network. A network is given by a directed graph𝐺 = (𝑉 , 𝐸), where every arc is equipped with a

transit time 𝜏𝑒 > 0 and a capacity a𝑒 > 0. The transit time denotes how long it takes to traverse an

arc, measured in secs. The capacity restricts the flow rate that is allowed to leave the arc. Hence, it

is measured in flow volume per time unit, i.e., vol/sec.

Discretization. For our packet routing model we specify two discretization parameters 𝛼, 𝛽 > 0, one

for the time step length and one for the packet sizes. In other words, one time step has a duration

of 𝛼 sec and each packet has a volume of 𝛽 vol. Since the point in time corresponding to a time step
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Fig. 1. Example of an arc queue𝑄𝑒 at time step 𝑡 = 10. Different parts are highlighted: Packets in the buffer 𝐵𝑒 ,
leaving packets 𝐿−𝑒 and waiting packets 𝑍𝑒 . Within each packet the arc entrance time step is denoted.

𝑡 ∈ N0 is given by 𝛼𝑡 , the set of all these points in time is given by Θ𝛼 B 𝛼N0 = { 0, 𝛼, 2𝛼, . . . }. In
addition, we use rounding brackets in order to round to the previous or next element of Θ𝛼 :

⌊𝑥⌋𝛼 B max { \ ∈ Θ𝛼 | \ ≤ 𝑥 } and ⌈𝑥⌉𝛼 B min { \ ∈ Θ𝛼 | \ ≥ 𝑥 } .
Analogously, this notation is also used for 𝛽 , i.e.,

⌊𝑥⌋𝛽 B max {𝜙 ∈ 𝛽N0 | 𝜙 ≤ 𝑥 } and ⌈𝑥⌉𝛽 B min {𝜙 ∈ 𝛽N0 | 𝜙 ≥ 𝑥 } .

Discretized network. Given a network and discretization parameters we normalize the arc properties

as follows. The number of time steps required for a packet to traverse an arc is denoted by

𝜏𝑒 B
⌈𝜏𝑒 ⌉𝛼
𝛼
∈ N. The minimum number of packets that are allowed to leave an arc in each time

step is given by â𝑒 B
a𝑒 ·𝛼
𝛽

. Note that â𝑒 does not need to be an integer. The fractional remainder is

transferred to the next time step, as described later.

Packets. Given a network 𝐺 and discretization parameters 𝛼 and 𝛽 , we consider 𝑛 packets of

volume 𝛽 with a path 𝑃𝑖 connecting an origin-destination pair (𝑜𝑖 , 𝑑𝑖 ) ∈ 𝑉 2
and a release time

𝑟𝑖 ∈ Θ𝛼 for all 𝑖 ∈ 𝑁 B { 1, 2, . . . , 𝑛 }. The release time step is hence given by 𝑟𝑖 B
𝑟𝑖
𝛼
∈ N0.

2.2 Network Loading
Given a network, discretization parameters and a set of packets it is necessary to determine the

movement of the packets through the network. We do this by specifying the arc dynamics and the

node transitions algorithmically, which combined determines the position of every packet over

time. In every discrete time step, we first consider the dynamic of all arcs. This primarily means to

determine the packets that leave each arc. Afterwards, the node transition is executed for all nodes,

moving the packets to the next arc on their respective path. This alternating process is repeated for

every time step until every packet has reached its destination. Note that this happens in finite time,

as packets travel along simple paths. Since all transit times are strictly positive, a packet can only

enter one arc per time step. This justifies processing all arc dynamics first while computing the

node transitions afterwards in each time step.

Arc queue. We consider every arc 𝑒 of the network to be a packet queue 𝑄𝑒 denoted as an ordered

finite sequence 𝑄𝑒 (𝑡) of packets for every time step 𝑡 ∈ N0. In addition, packets are labeled with

the time step at which they have entered 𝑒 . Note that at any time step the ordering of all packets

that are currently on this arc respects the arc entrance times. In other words, the queues operate by

the first in first out (FIFO) principle. How ties are broken for particles that enter an arc at the same

time step is specified by the node transition algorithm given below. In the following we denote

different parts of the arc queue, which are also illustrated in Figure 1.
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Buffer. At every time step 𝑡 the buffer 𝐵𝑒 (𝑡) is defined as the sequence of packets on arc 𝑒 , that

have been in𝑄𝑒 long enough time to possibly leave 𝑒 at time step 𝑡 . More formally, we define 𝐵𝑒 (𝑡)
to be the maximal sequence of packets that satisfy

(1) 𝐵𝑒 (𝑡) is a suffix of 𝑄𝑒 (𝑡),
(2) the arc entrance time step of all packets in 𝐵𝑒 (𝑡) is at most 𝑡 − 𝜏𝑒 .

Current capacities. Not necessarily all packets in the buffer will be able to leave the arc at time

step 𝑡 , as their volume might exceed the current arc capacity. Since the discretized capacity â𝑒 can

be non-integer and surely the number of packets leaving the arc has to be integer, the remainder is

passed on to the next time step. For this reason we introduce the current packet capacity â𝑒 (𝑡). It is
initialized by â𝑒 (0) B â𝑒 and then defined iteratively by

â𝑒 (𝑡) B
{
â𝑒 if |𝐵𝑒 (𝑡 − 1) | ≤ â𝑒 (𝑡 − 1),
â𝑒 + â𝑒 (𝑡 − 1) − ⌊â𝑒 (𝑡 − 1)⌋ else.

(1)

Note that ⌊â𝑒 (𝑡 − 1)⌋ describes the number of packets that will be allowed to leave arc 𝑒 at time

step 𝑡 −1 as we specify in the next paragraph. Hence, â𝑒 (𝑡 −1) − ⌊â𝑒 (𝑡 −1)⌋ is the unused remaining

capacity of the last time step, in the case that the number of buffering packets in 𝐵𝑒 (𝑡 − 1) exceeds
the previous capacity â𝑒 (𝑡 − 1).

Leaving packets. At every time step the algorithm determines at every arc 𝑒 a list of leaving

packets 𝐿−𝑒 (𝑡), which is an ordered list of packets in the buffer that will leave the arc in this time

step. Formally, 𝐿−𝑒 (𝑡) is the maximal sequence of packets that satisfies the following two conditions:

(1) 𝐿−𝑒 (𝑡) is a suffix of 𝐵𝑒 (𝑡),
(2) the number of packets in 𝐿−𝑒 (𝑡) does not exceed the current capacity â𝑒 (𝑡).

In other words, these are the first ⌊â𝑒 (𝑡)⌋ packets in line which have spent enough time on 𝑒 to

traverse it. Clearly, this 𝐿−𝑒 (𝑡) is unique and it can be determined algorithmically by considering

one packet after the other in 𝐵𝑒 (𝑡).

Waiting packets. The waiting packets 𝑍𝑒 (𝑡) at time step 𝑡 are exactly the packets in the buffer 𝐵𝑒 (𝑡)
that are not leaving in time step 𝑡 , i.e., that are not contained in 𝐿−𝑒 (𝑡). Following the naming of the

flow over time model we refer to 𝑍𝑒 (𝑡) as (waiting) queue.

Released packets. We have an additional list 𝐿−𝑣 (𝑡) for each node 𝑣 , which contains the packets that

are released into the network through 𝑣 at time step 𝑡 . In other words,

𝐿−𝑣 (𝑡) B { 𝑖 ∈ 𝑁 | 𝑜𝑖 = 𝑣 and 𝑟𝑖 = 𝑡 } .
Here, the ordering is given by the packet index.

Node transition. In each time step every leaving packet is moved from its current arc to its subsequent

arc according its path. During this process the ordering of the packets is preserved. Whenever

packets from multiple arcs enter into the same arc they are merged similar to the zipper method in

real traffic. This means that packets are merged separately on each arc proportional to the number

of packets sharing the same previous arc; see Figure 2 for an example. The precise procedure can

be found in Algorithm 1 and is explained in the following.

The algorithm considers a node 𝑣 at a fixed time step 𝑡 and describes how packets traverse

this node. The basic idea is to consider each outgoing arc 𝑒 individually. All incoming arcs 𝑒 ′ that
contain at least one leaving packet that wants to continue its journey on arc 𝑒 are collected in the

set 𝐴. Here, packets that enter the network at node 𝑣 at the current time step are treated as if they

would be leaving packets of an additional arc. The packets should merge as smoothly as possible.

Hence, in order to obtain a good ordering of packets entering 𝑒 , we define a priority counter for all
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ALGORITHM 1: Node transition at node 𝑣 at a fixed time step 𝑡 (the parameter 𝑡 is omitted here).

Input: leaving packets 𝐿−
𝑒′ of all incoming arcs 𝑒 ′ ∈ 𝛿−𝑣 ;

list of packets 𝐿−𝑣 that want to enter the network at 𝑣 at the current time step.

Output: sorted list 𝐿+𝑒 of packets entering arc 𝑒 for all outgoing arcs 𝑒 ∈ 𝛿+𝑣 .
𝐿+𝑒 ← () for all 𝑒 ∈ 𝛿+𝑣
for each 𝑒 ∈ 𝛿+𝑣 do

// initialization of incoming arcs:

for each 𝑒 ′ ∈ 𝛿−𝑣 do
𝑌𝑒′ ← ordered sublist of packets 𝑖 from 𝐿−

𝑒′ with (𝑒
′, 𝑒) on path 𝑃𝑖

if |𝑌𝑒′ | ≥ 1 then
𝑦𝑒′ ← |𝑌𝑒′ | // number of packets going from 𝑒 ′ to 𝑒

𝑎𝑒′ ← 1

𝑦𝑒′
// priority counter (small means higher priority)

end
end
𝐴← { 𝑒 ′ ∈ 𝛿−𝑣 | |𝑌𝑒′ | ≥ 1 } // arcs that contain packets moving into 𝑒

// initialization of released packets:
𝑌𝑣 ← ordered sublist of packets 𝑖 from 𝐿−𝑣 where 𝑒 is the first arc of path 𝑃𝑖
if |𝑌𝑣 | ≥ 1 then

𝑦𝑣 ← |𝑌𝑣 | // number of packets released into 𝑒

𝑎𝑣 ← 1

𝑦𝑣
// priority counter

𝐴← 𝐴 ∪ { 𝑣 } // 𝑣 is treated as an incoming arc

end

// transition:

while 𝐴 ≠ ∅ do
𝑒∗ ← arg min𝑒′∈𝐴 𝑎𝑒′ // ties are broken arbitrarily (but deterministically)

𝐿+𝑒 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝑌𝑒∗ .𝑝𝑜𝑝 ()) // remove first packet from 𝑌𝑒∗ and add it to the end of 𝐿+𝑒
𝑎𝑒∗ ← 𝑎𝑒∗ + 1

𝑦𝑒∗

if |𝑌𝑒∗ | = 0 then
𝐴← 𝐴 \ { 𝑒∗ }

end
end

end
return (𝐿+𝑒 )𝑒∈𝛿+𝑣

incoming arcs 𝑒 ′ that operates proportionally to the number of packets 𝑦𝑒′ transiting from 𝑒 ′ to 𝑒 in
the current time step. Initially, these counters are set to

1

𝑦𝑒′
and the incoming arc with the lowest

counter (highest priority) can send the next packet. Afterwards, the lowest counter is increased by

1

𝑦𝑒′
and if 𝑒 ′ does not contain any further leaving packets it is removed from 𝐴. A visualization of

the priority counter for the merging process of the top outgoing arc in the example of Figure 2 is

given in Figure 3. Note that in the end all leaving packets are transferred onto their next arc and

that this merging procedure is mainly important for the ordering on the outgoing arcs.

Network loading. The loading of the network can be defined algorithmically as follows. For every

time step we first consider all arcs and determine the leaving packets. Next, all leaving packets are

moved to the next arc of their path according to the node transition. Finally, the queues and the

current capacities are updated. This is described formally in Algorithm 2.
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Fig. 2. The node transition in three steps: leaving pack-
ets of each incoming arc are depicted on the left. The
small arrows indicate onto which outgoing arc the
packets will be moved. As a first step the packets get
grouped by desired outgoing arcs (middle). Finally, the
packets are merged according to the priority procedure
(right side). Here, ties are broken from top incoming
arc to bottom incoming arc.
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Fig. 3. Visualization of the merging process with
priority counter.We consider themerging process of
the upper outgoing arc of Figure 2. For each incom-
ing arc we draw the packets as a stack of rectangles
each of area 1 with a width of𝑦𝑒𝑖 . The height is then
describing the increment of the priority counter.
Whenever a packet is selected by the algorithm, the
height of the upper arc of the rectangle correspond-
ing to the packet equals the priority counter. As
packets with low priority counter are selected first,
we can order the packets from the bottom to the
top (always considering the upper edge of the rec-
tangle). In this examples ties are broken in favour
of the arc with lower index.

ALGORITHM 2: Network loading.

Input: discretized network (𝑉 , 𝐸, (â𝑒 )𝑒∈𝐸 , (𝜏𝑒 )𝑒∈𝐸 ); set of packets 𝑁 with (𝑜𝑖 , 𝑑𝑖 , 𝑃𝑖 , 𝑟𝑖 )𝑖∈𝑁 .
Output: arrival time steps (𝑐𝑖 )𝑖∈𝑁 .
𝑡 ← 0

𝑐𝑖 ←∞ for all 𝑖 ∈ 𝑁
𝑄𝑒 (0) ← () for all 𝑒 ∈ 𝐸
â𝑒 (0) ← â𝑒 for all 𝑒 ∈ 𝐸
while ∃ 𝑖 ∈ 𝑁 with 𝑐𝑖 = ∞ do

determine 𝐿−𝑒 (𝑡) as defined in paragraph leaving packets for all 𝑒 ∈ 𝐸
for each 𝑖 ∈ 𝑁 with 𝑖 ∈ 𝐿−𝑒 (𝑡) and 𝑒 ∈ 𝛿−𝑑𝑖 do

𝑐𝑖 ← 𝑡 // packet 𝑖 has reached its destination

end
for each 𝑣 ∈ 𝑉 do

𝐿−𝑣 (𝑡) ← list of all packets 𝑖 ∈ 𝑁 with 𝑟𝑖 = 𝑡 and 𝑜𝑖 = 𝑣 ordered by packet index

(𝐿+𝑒 (𝑡))𝑒∈𝛿+𝑣 ← NodeTransition((𝐿−𝑒 (𝑡))𝑒∈𝛿−𝑣 , 𝐿
−
𝑣 (𝑡))

end
for each 𝑒 ∈ 𝐸 do

set arc entrance time step to 𝑡 for each packet in 𝐿+𝑒 (𝑡)
𝑄𝑒 (𝑡 + 1) ← 𝑄𝑒 (𝑡) − 𝐿−𝑒 (𝑡) + 𝐿+𝑒 (𝑡) // remove leaving and append entering packets
update the current capacity â𝑒 (𝑡 + 1) according to Equation (1)

end
𝑡 ← 𝑡 + 1

end
return (𝑐𝑖 )𝑖∈𝑁
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2.3 Competitive Packet Routing Game
In this section we consider the model from a game-theoretical perspective, which means that every

packet is considered to be a player who aims at arriving as early as possible at her destination.

Strategies and costs. We are given a discretized network (𝑉 , 𝐸, (â𝑒 )𝑒∈𝐸, (𝜏𝑒 )𝑒∈𝐸) and a set of pack-

ets 𝑁 , each packet 𝑖 ∈ 𝑁 equipped with an (𝑜𝑖 , 𝑑𝑖 )-pair and a release time 𝑟𝑖 . Note that we assume

that 𝑑𝑖 is reachable from 𝑜𝑖 for all 𝑖 ∈ 𝑁 . By considering the packets as players and denoting the

set of all simple 𝑜𝑖-𝑑𝑖-paths as the strategy set of player 𝑖 , we obtain a competitive packet routing

game.

For every path profile 𝜋 = (𝑃𝑖 )𝑖∈𝑁 the network loading given by Algorithm 2 determines the

arrival time steps (𝑐𝑖 (𝜋))𝑖∈𝑁 . The arrival time given by 𝑐𝑖 (𝜋) B 𝛼 · 𝑐𝑖 (𝜋) is the cost of player 𝑖 ,
which she aims to minimize.

Equilibria. We consider pure Nash equilibria in this model. These are states in which no player

can arrive strictly earlier by unilaterally changing her path. This equilibrium concept has been

considered in related models before [2, 29]. With the arguments from [29] it follows that in single-

𝑜-𝑑-games, i.e., when all packets share the same origin-destination-pair, a pure Nash equilibrium

always exists. The idea is that players decide on a shortest path one-by-one in their release order.

Since the tie-breaking mechanism at the node transition is known in advance, each player can

choose a shortest path on which she can never be overtaken, and hence, on which she cannot be

delayed by subsequent players. This yields a pure Nash equilibrium, as changing the path does not

interfere with preceding players.

For multi-commodity games pure Nash equilibria do not exist in general. This follows from the

example presented by Ismaili [14], which we adapt to our model here.

Proposition 2.1. There are competitive packet routing games in our model for which no pure Nash
equilibrium exists.

Consider a game with six players played on the discretized network depicted in Figure 4 with

𝛼 = 𝛽 = 1. The two main players, pursuer 1 going from 𝑜𝑃 to 𝑑𝑃 and evader 2 going from 𝑜𝐸 to

𝑑𝐸 , are the only players who can choose a path. The purpose of the remaining four players is to

transfer the information between the main players. By giving the four long arcs priority in the

merging, we obtain a matching pennies game between the pursuer and the evader, which does not

possess a pure Nash equilibrium. For a detailed proof we refer to the full version of this paper.
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Fig. 4. Network of a game without pure Nash equilibrium. They are six players, indicated by different colors.
The transit times are depicted beside the arcs and all arcs have a capacity of 1.
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Y-Equilibria. Since the existence of pure Nash equilibria cannot be guaranteed, we consider approxi-

mate pure Nash equilibria. In these states players choose nearly optimal strategies, i.e., they cannot

improve by more than Y by changing their paths.

Definition 2.2. For Y > 0 an Y-equilibrium is a strategy profile 𝜋 = (𝑃𝑖 )𝑖∈𝑁 such that for every

player 𝑖 ∈ 𝑁 and every simple 𝑜𝑖 -𝑑𝑖-path 𝑃
′
𝑖 it holds that

𝑐𝑖 (𝜋) ≤ 𝑐𝑖 (𝑃−𝑖 , 𝑃 ′𝑖 ) + Y.

In the example of 𝑃𝑟𝑜𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 2.1 every state is a 1-equilibrium but there do not exist any Y-

equilibria for Y < 1. Thus, for a given game and a given Y it is not obvious whether there exists

an Y-equilibrium or not. In Section 6, however, we prove that for any network (with given supply

rates, which are defined later on) and any given Y > 0 we can find a discretization such that an

Y-equilibrium exists.

3 FLOWS OVER TIME
In order to be able to analyze the connection between the packet routing model and flows over time

in the following sections, we briefly introduce the multi-commodity flow over time model which

is studied in [4, 10, 25, 26]. This model extends the network flow concept by a continuous time

component. Each infinitesimally small flow particle needs a fixed time to traverse an arc before

it reaches a bottleneck given by the capacity rate of the arc. Whenever the flow rate exceeds this

capacity a queue builds up, which operates at capacity rate.

3.1 Model
A flow over time instance consists of a network (𝑉 , 𝐸, (a𝑒 )𝑒∈𝐸, (𝜏𝑒 )𝑒∈𝐸) together with a finite set

of commodities 𝐽 , where each commodity 𝑗 ∈ 𝐽 is equipped with a set of particles 𝑀 𝑗 = [0,𝑚 𝑗 ],
𝑚 𝑗 ∈ R>0, an origin-destination-pair (𝑜 𝑗 , 𝑑 𝑗 ) and an integrable and bounded supply rate function
𝑢 𝑗 : [0,∞) → [0,∞). The inflow rate function 𝑢 𝑗 must have bounded support and must satisfy∫ ∞

0
𝑢 𝑗 (b) db =𝑚 𝑗 .

A multi-commodity flow over time is represented by a set of functions 𝑓 = (𝑓 +𝑗,𝑒 , 𝑓 −𝑗,𝑒 ) 𝑗 ∈𝐽 ,𝑒∈𝐸
that are bounded and locally integrable. These functions describe the rate with which the flow of

commodity 𝑗 enters and leaves arc 𝑒 at every point in time. Since flow does not enter the network

before time 0, we set 𝑓 +𝑗,𝑒 (\ ) = 𝑓 −𝑗,𝑒 (\ ) = 0 for \ < 0. We denote the cumulative flow by

𝐹+𝑗,𝑒 (\ ) B
∫ \

0

𝑓 +𝑗,𝑒 (b) db and 𝐹−𝑗,𝑒 (\ ) B
∫ \

0

𝑓 −𝑗,𝑒 (b) db .

Furthermore, we denote the total (cumulative) flow, which is the sum over all commodities, by

𝑓 +𝑒 (\ ) B
∑︁
𝑗 ∈𝐽

𝑓 +𝑗,𝑒 (\ ), 𝑓 −𝑒 (\ ) B
∑︁
𝑗 ∈𝐽

𝑓 −𝑗,𝑒 (\ ), 𝐹+𝑒 (\ ) B
∑︁
𝑗 ∈𝐽

𝐹+𝑗,𝑒 (\ ) and 𝐹−𝑒 (\ ) B
∑︁
𝑗 ∈𝐽

𝐹−𝑗,𝑒 (\ ).

In order to describe the flow dynamics in the deterministic queuing model, several conditions

need to be fulfilled for almost all \ ∈ [0,∞). First of all, we need commodity-wise flow conservation

at every node at every point in time:

∑︁
𝑒∈𝛿+𝑣

𝑓 +𝑗,𝑒 (\ ) −
∑︁
𝑒∈𝛿−𝑣

𝑓 −𝑗,𝑒 (\ )


= 0 for all 𝑣 ∈ 𝑉 \ {𝑜 𝑗 , 𝑑 𝑗 },
= 𝑢 𝑗 (\ ) for 𝑣 = 𝑜 𝑗 ,

≤ 0 for 𝑣 = 𝑑 𝑗 .

(2)
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Let the total flow volume in the queue at time \ be denoted by 𝑧𝑒 (\ ). For particles that enter at
time \ we obtain a waiting time 𝑞𝑒 (\ ) and an exit time 𝑇𝑒 (\ ). Formally, they are given by

𝑧𝑒 (\ ) B 𝐹+𝑒 (\ − 𝜏𝑒 ) − 𝐹−𝑒 (\ ), 𝑞𝑒 (\ ) B
𝑧𝑒 (\ + 𝜏𝑒 )

a𝑒
and 𝑇𝑒 (\ ) B \ + 𝜏𝑒 + 𝑞𝑒 (\ ).

As the queue operates at capacity rate whenever we have a positive queue, we obtain the

following condition on the total outflow rate:

𝑓 −𝑒 (\ ) =
{
a𝑒 if 𝑧𝑒 (\ ) > 0,

min

{
𝑓 +𝑒 (\ − 𝜏𝑒 ), a𝑒

}
if 𝑧𝑒 (\ ) = 0.

(3)

Finally, we require that the outflow rate of a commodity 𝑗 at time𝑇𝑒 (𝜗) corresponds proportionally
to its fractional part of the total inflow rate at the entrance time 𝜗 :

𝑓 −𝑗,𝑒 (\ ) =
{
𝑓 −𝑒 (\ ) ·

𝑓 +𝑗,𝑒 (𝜗)
𝑓 +𝑒 (𝜗) if 𝑓 +𝑒 (𝜗) > 0,

0 else,

(4)

where 𝜗 = min { b ≤ \ | 𝑇𝑒 (b) = \ }. This ensures that the proportions of the commodities are

preserved during the arc traversal. Additionally, this condition guarantees FIFO since flow of a

commodity cannot overtake flow of other commodities.

If Conditions (2) to (4) are met, we call 𝑓 a feasible flow over time.

Arrival times. A given feasible flow over time 𝑓 uniquely determines the node arrival times of a

particle 𝜙 ∈ 𝑀 𝑗 along a simple 𝑜 𝑗 -𝑑 𝑗 -path 𝑃 . Note that particle 𝜙 enters the source 𝑜 𝑗 at time

ℓ𝑃𝑗,𝑜 𝑗 (𝜙) B min

{
\ ≥ 0

����� ∫ \

0

𝑢 𝑗 (b) db = 𝜙
}
.

For an arc 𝑒 = 𝑢𝑣 of path 𝑃 the arrival time at node 𝑣 of particle 𝜙 is given by

ℓ𝑃𝑗,𝑣 (𝜙) B 𝑇𝑒

(
ℓ𝑃𝑗,𝑢 (𝜙)

)
.

3.2 Multi-Commodity Nash Flows Over Time
In order to consider dynamic equilibria in this setting we first need to define the earliest point in

time a particle can arrive at a certain node. This depends on a given feasible flow over time 𝑓 (in

particular on the preceding particles), but for clearance we omit 𝑓 in the following notation.

Earliest arrival times. For every commodity 𝑗 ∈ 𝐽 and particle 𝜙 ∈ 𝑀 𝑗 the earliest arrival time of 𝜙

at some node 𝑣 is given by taking the minimum arrival time at node 𝑣 over all simple 𝑜 𝑗 -𝑑 𝑗 -paths P𝑗 .
Formally,

ℓ𝑗,𝑣 (𝜙) = min

𝑃 ∈P𝑗

ℓ𝑃𝑗,𝑣 (𝜙).

Current shortest paths network. For every commodity 𝑗 ∈ 𝐽 and every particle 𝜙 ∈ 𝑀 𝑗 we define

the current shortest paths network 𝐸 ′
𝑗,𝜙

by all arcs that are on a shortest 𝑜 𝑗 -𝑑 𝑗 -path, i.e.,

𝐸 ′
𝑗,𝜙
B

{
𝑒 ∈ 𝐸

��� there exists an 𝑃 ∈ P𝑗 with 𝑒 ∈ 𝑃 and ℓ𝑃
𝑗,𝑑 𝑗
(𝜙) = ℓ𝑗,𝑑 𝑗 (𝜙)

}
.

Finally, this enables us to define a dynamic equilibrium, which is a Nash equilibriumwith infinitely

many players. It is a feasible flow over time, in which (almost) every particle corresponding to a

player uses a quickest 𝑜 𝑗 -𝑑 𝑗 -path.
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Definition 3.1. A feasible flow over time is a multi-commodity Nash flow over time if for all
arcs 𝑒 = 𝑢𝑣 ∈ 𝐸, all commodities 𝑗 ∈ 𝐽 and almost all point in time \ ∈ [0,∞) it holds that

𝑓 +𝑗,𝑒 (\ ) > 0 ⇒ \ ∈
{
ℓ𝑗,𝑢 (𝜙)

��� 𝜙 ∈ 𝑀 𝑗 such that 𝑒 ∈ 𝐸 ′
𝑗,𝜙

}
.

For all networks and all supply rate functions 𝑢 𝑗 ∈ 𝐿𝑝 with bounded support such a Nash flow

over time exists [4]. Since this is the case in our model the existence of a Nash flow over time is

always guaranteed.

4 COUPLING PARTICLES AND PACKETS
In the following we connect a flow over time instance with discretization parameters to obtain a

packet routing instance. Additionally, we transfer the definitions and notations from flows over

time to the packet routing model. Overall, this section serves as foundation for the convergence

proof in Section 5.

The setting is as follows. We are given a network𝐺 and a finite set of commodities 𝐽 , each with

an integrable and bounded supply rate function 𝑢 𝑗 : R≥0 → R≥0 that has bounded support. Let

𝑚 𝑗 B
∫ ∞

0
𝑢 𝑗 (b) db and 𝑢 𝑗 B max\ ∈R≥0

𝑢 𝑗 (\ ). As we focus on the network loading problem we

assume without loss of generality that each commodity only uses a single fixed simple path 𝑃 𝑗 .

For given discretization parameters (𝛼, 𝛽) we define for each commodity a set of discrete packets

with suitable release times and set up a tool box of properties that connects discrete packet routings

with flows over time.

Notation. Let 𝑓 = (𝑓 +𝑗,𝑒 , 𝑓 −𝑗,𝑒 ) 𝑗 ∈𝐽 ,𝑒∈𝐸 be a feasible multi-commodity flow over time with functions

𝐹+𝑗,𝑒 , 𝐹
−
𝑗,𝑒 , 𝑧𝑒 , 𝑞𝑒 , 𝑇𝑒 and ℓ𝑗,𝑣 as described in Section 3.

Packets. In order to obtain a packet flow, we consider packets 𝑁 𝑗 B { 1, 2, . . . , ⌊𝑚 𝑗/𝛽⌋ } with
path 𝑃 𝑗 for every commodity 𝑗 ∈ 𝐽 . The release time of packet 𝑖 ∈ 𝑁 𝑗 is given by the release time

of the last particle corresponding to 𝑖 , i.e.,

𝑟𝑖 B min

{
\ ∈ Θ𝛼

����� ∫ \

0

𝑢 𝑗 (b) db ≥ 𝑖 · 𝛽
}
.

Note that the total volume of all packets that commodity 𝑗 is sending is given by 𝛽 ·
��𝑁 𝑗 �� = ⌊𝑚 𝑗 ⌋𝛽 .

In- and outflow functions. In order to describe the corresponding packet routing, the inflow
rate 𝑔+𝑗,𝑒 (\ ), for \ ∈ Θ𝛼 , denotes the combined volume of packets of commodity 𝑗 that enter arc 𝑒

in time step \/𝛼 divided by 𝛼 (i.e., we obtain a rate in vol/sec). The outflow rate 𝑔−𝑗,𝑒 (\ ) is defined
analogously. Formally, we have

𝑔+𝑗,𝑒 (\ ) B
𝛽

𝛼
·
��{ 𝑖 ∈ 𝑁 𝑗 | 𝑖 ∈ 𝐿+𝑒 (\/𝛼) }�� and 𝑔−𝑗,𝑒 (\ ) B

𝛽

𝛼
·
��{ 𝑖 ∈ 𝑁 𝑗 | 𝑖 ∈ 𝐿−𝑒 (\/𝛼) }�� .

The cumulative inflow 𝐺+𝑗,𝑒 (\ ) and the cumulative outflow 𝐺−𝑗,𝑒 (\ ) denote the combined volume of

packets of commodity 𝑗 that have entered/left 𝑒 up to time \ ∈ Θ𝛼 (including time step 𝑡 = \/𝛼).
They are defined as

𝐺+𝑗,𝑒 (\ ) B
∑︁

b ∈Θ𝛼 ,b≤\
𝑔+𝑗,𝑒 (b) · 𝛼 and 𝐺−𝑗,𝑒 (\ ) B

∑︁
b ∈Θ𝛼 ,b≤\

𝑔−𝑗,𝑒 (b) · 𝛼.

The set of all commodities that use an arc 𝑒 is denoted by 𝐽𝑒 B { 𝑗 ∈ 𝐽 | 𝑒 ∈ 𝑃 𝑗 } and the set of all

commodities which pass node 𝑣 is denoted by 𝐽𝑣 B { 𝑗 ∈ 𝐽 | 𝑣 lies on 𝑃 𝑗 }. For each arc 𝑒 the total
inflow function is denoted by 𝑔+𝑒 B

∑
𝑗 ∈𝐽𝑒 𝑔

+
𝑗,𝑒 . Analogously, we define the total outflow function 𝑔−𝑒
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Fig. 5. To exemplary illustrate the refined arrival times, suppose we have 𝛼 = 0.5, 𝛽 = 0.25 and eight packets
𝑖 = 1, 2, 3, 4, 5, 6, 7, 8 of commodity 𝑗 . Suppose packet 1 and 2 enter arc 𝑒 = 𝑣𝑤 at time 0.5 packet 3 at time 1,
packet 4, 5, 6, 7 at time 1.5 and packet 8 at time 2. As depicted on the left side the packets are represented by
a rectangle with area 𝛽 that are equally distributed under the graph of 𝑔+

𝑗,𝑒
in the time interval of length 𝛼

right before the entrance time. The refined entrance time ℓ𝐷
𝑗,𝑣

of packet 𝑖 is then given by the right edge of
the rectangle of 𝑖 . This can also be seen by considering the cumulative inflow 𝐺+

𝑗,𝑒
(right side of the figure).

Hence, packet 5 has a refined entrance time of ℓ𝐷
𝑗,𝑣
(5) = 1.25. It enters the arc at time step ⌈ℓ𝐷

𝑗,𝑣
(5)⌉𝛼 = 1.5 on

position 𝑘 = (1.25 − (1.5 − 0.5))/0.5 · 4 = 2.

and the total cumulative flows functions 𝐺+𝑒 and 𝐺−𝑒 . Naturally, all these functions map from Θ𝛼
to R≥0. We extend this notation to R≥0 → R≥0 as follows.

Refined time. In order to describe the arrival times and cumulative in- and outflows for the

packet model we use continuous piece-wise linear functions. The idea is to consider packets as

a continuous flow that is equally distributed along the time frame of one time step; see left side

of Figure 5. The in- and outflow functions 𝑔+𝑗,𝑒 , 𝑔
−
𝑗,𝑒 : R≥0 → R≥0 are extended to be constant

during each time step. In other words, we extend these functions by setting 𝑔+𝑗,𝑒 (\ ) B 𝑔+𝑗,𝑒 (⌈\⌉𝛼 )
and 𝑔−𝑗,𝑒 (\ ) B 𝑔−𝑗,𝑒 (⌈\⌉𝛼 ) for all \ ∈ R≥0. With this the cumulative in- and outflow functions are

extended by

𝐺+𝑗,𝑒 (\ ) B
∫ \

0

𝑔+𝑗,𝑒 (b) db and 𝐺−𝑗,𝑒 (\ ) B
∫ \

0

𝑔−𝑗,𝑒 (b) db .

The refined arrival time of packet 𝑖 ∈ 𝑁 𝑗 at node 𝑣 is defined as

ℓ𝐷𝑗,𝑣 (𝑖) B min

{
\ ∈ R≥0

�� 𝐺−𝑗,𝑢𝑣 (\ ) ≥ 𝑖 · 𝛽 }
= min

{
\ ∈ R≥0

�� 𝐺+𝑗,𝑣𝑤 (\ ) ≥ 𝑖 · 𝛽 }
for 𝑢𝑣, 𝑣𝑤 ∈ 𝑃 𝑗 . Note that for 𝑣 = 𝑜 𝑗 the arrival time ℓ𝐷𝑗,𝑣 (𝑖) is defined by 𝐺+𝑜 𝑗𝑤 with 𝑜 𝑗𝑤 ∈ 𝑃 𝑗 , and
analogously, for 𝑣 = 𝑑 𝑗 it is defined by 𝐺−

𝑢𝑑 𝑗
with 𝑢𝑑 𝑗 ∈ 𝑃 𝑗 . The superscript 𝐷 indicates that we

consider the discrete packet model. We also call ℓ𝐷𝑗,𝑣 (𝑖) the refined entrance time into 𝑣𝑤 .

As all packets of a commodity 𝑗 take the same path and the arc dynamics follow the FIFO

principle we have that ℓ𝐷𝑗,𝑣 (𝑖) < ℓ𝐷𝑗,𝑣 (𝑖 ′) for 𝑖 < 𝑖 ′. Note that packet 𝑖 is processed in the node

transition of 𝑣 at time ⌈ℓ𝐷𝑗,𝑣 (𝑖)⌉𝛼 . The refined arrival time also contains the information about the

position 𝑘 ∈ { 1, 2, . . . } of packet 𝑖 among all packets of commodity 𝑗 that enter arc 𝑣𝑤 at this time.

More precisely, the position 𝑘 is obtained by

𝑘 =
1

𝛼
·
(
ℓ𝐷𝑗,𝑣 (𝑖) − (

time step︷     ︸︸     ︷
⌈ℓ𝐷𝑗,𝑣 (𝑖)⌉𝛼 −𝛼)

)
·

#packets of 𝑗 in 𝐿+𝑣𝑤︷               ︸︸               ︷
𝑔+𝑗,𝑣𝑤 (ℓ𝑗,𝑣 (𝑖)) ·

𝛼

𝛽
.

A visual representation of the refined arrival times can be found in Figure 5.
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Queue sizes, waiting times and exit times. We define the commodity-specific queue size 𝑧𝐷𝑗,𝑒 ,

waiting times 𝑞𝐷𝑗,𝑒 and exit times 𝑇𝐷𝑗,𝑒 for every commodity 𝑗 corresponding to the flow over time

model.

For a commodity 𝑗 the commodity-specific queue size 𝑧𝐷𝑗,𝑒 is given for all \ ∈ R≥0 by

𝑧𝐷𝑗,𝑒 (\ + ⌈𝜏𝑒⌉𝛼 ) B 𝐺+𝑗,𝑒 (\ ) −𝐺−𝑗,𝑒 (\ + ⌈𝜏𝑒⌉𝛼 ).

Note that for \ ∈ Θ𝛼 the queue size 𝑧𝐷𝑗,𝑒 (\ ) describes the total volume of packets in 𝑍𝑒 (\/𝛼) ∩ 𝑁 𝑗 .
These are exactly the packets of commodity 𝑗 that have spend at least ⌈𝜏𝑒⌉𝛼 time on 𝑒 but are

not selected to leave at time step \/𝛼 . The total queue size (or simply queue size) is given by

𝑧𝐷𝑒 B
∑
𝑗 ∈𝐽𝑒 𝑧

𝐷
𝑗,𝑒 .

The waiting time function 𝑞𝐷𝑗,𝑒 is obtained by setting

𝑞𝐷𝑗,𝑒 (\ ) B min

{
𝑞 ≥ 0

����� ∫ \+⌈𝜏𝑒 ⌉𝛼+𝑞

\+⌈𝜏𝑒 ⌉𝛼
𝑔−𝑗,𝑒 (b) db ≥ 𝑧𝐷𝑗,𝑒 (\ + ⌈𝜏𝑒⌉𝛼 )

}
for \ ∈ R≥0. It describes the waiting time of packets entering arc 𝑒 at refined time \ . With this we

obtain the exit time function
𝑇𝐷𝑗,𝑒 (\ ) B \ + ⌈𝜏𝑒⌉𝛼 + 𝑞𝐷𝑗,𝑒 (\ ).

That this function does indeed describe the exit time of a packet that entered 𝑒 at refined time \

is shown by the following lemma.

Lemma 4.1. If packet 𝑖 ∈ 𝑁 𝑗 enters 𝑒 = 𝑢𝑣 at refined time ℓ𝐷𝑗,𝑢 (𝑖) ∈ R≥0, it leaves 𝑒 at refined time

ℓ𝐷𝑗,𝑣 (𝑖) = 𝑇𝐷𝑗,𝑒 (ℓ𝐷𝑗,𝑢 (𝑖)).

Proof. Let \ B ℓ𝐷𝑗,𝑢 (𝑖). By definition of 𝑞𝐷𝑗,𝑒 together with the fact that 𝐺+𝑗,𝑒 (\ ) = 𝑖𝛽 we have

𝑇𝐷𝑗,𝑒 (\ ) = \ + ⌈𝜏𝑒⌉𝛼 +min

{
𝑞 ≥ 0

����� ∫ \+⌈𝜏𝑒 ⌉𝛼+𝑞

\+⌈𝜏𝑒 ⌉𝛼
𝑔−𝑗,𝑒 (b) db ≥ 𝑧𝐷𝑗,𝑒 (\ + ⌈𝜏𝑒⌉𝛼 )

}
= min

{
𝑇 ≥ \ + ⌈𝜏𝑒⌉𝛼

���� ∫ 𝑇

\+⌈𝜏𝑒 ⌉𝛼
𝑔−𝑗,𝑒 (b) db ≥ 𝐺+𝑗,𝑒 (\ ) −𝐺−𝑗,𝑒 (\ + ⌈𝜏𝑒⌉𝛼 )

}
= min

{
𝑇 ≥ 0

�� 𝐺−𝑗,𝑒 (𝑇 ) ≥ 𝐺+𝑗,𝑒 (\ ) }
= min

{
𝑇 ≥ 0

�� 𝐺−𝑗,𝑒 (𝑇 ) ≥ 𝑖𝛽 }
= ℓ𝐷𝑗,𝑣 (𝑖).

□

5 CONVERGENCE
In this section we finally show that every feasible flow over time is the limit of the sequence of

packet routings when decreasing the packet size and time step length coherently. Observe that if 𝛼

went quicker to zero than 𝛽 , packets would get isolated, i.e., the number of time steps between two

successive packets would increase (since the current capacity â𝑒 would go to zero). To avoid this

and, even stronger, to guarantee that the number of packets leaving a queue per time step becomes

large, we require that 𝛽 goes quicker to zero than 𝛼 . More precisely, we only consider sequences of

convergence parameters (𝛼, 𝛽) with 𝛼 → 0 and
𝛽

𝛼
→ 0 from now on.

As key component for convergence we prove the following theorem.
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Theorem 5.1. Let (𝑉 , 𝐸, (a𝑒 )𝑒∈𝐸, (𝜏𝑒 )𝑒∈𝐸) be a network and 𝐽 be a finite set of commodities, each
𝑗 ∈ 𝐽 equipped with a simple path 𝑃 𝑗 and an integrable and bounded supply rate function 𝑢 𝑗 with
bounded support. Consider the packet routing induced by discretization parameters (𝛼, 𝛽) such that 𝛼
and 𝛽

𝛼
are sufficiently small. Given a node 𝑣 , it holds for every packet 𝑖 ∈ 𝑁 𝑗 of commodity 𝑗 ∈ 𝐽𝑣 and

the corresponding particle 𝜙 B 𝑖𝛽 ∈ 𝑀 𝑗 that��ℓ𝑗,𝑣 (𝜙) − ℓ𝐷𝑗,𝑣 (𝑖)�� ≤ √𝛼 ·𝐶𝐾 for 𝐾 ∈ N such that ℓ𝑗,𝑣 (𝜙) < 𝐾 · 𝜏∗ or ℓ𝐷𝑗,𝑣 (𝑖) < 𝐾 · 𝜏∗.
Here, 𝐶 > 1 is a constant that only depends on the instance and 𝜏∗ ≔ min𝑒∈𝐸 𝜏𝑒/2 > 0.

To be more precise, 𝛼 is sufficiently small if
√
𝛼 is smaller than 𝜏∗𝐶−𝐻/𝜏

∗
, where 𝐻 is the time

when the last particle left the network. For 𝛽/𝛼 to be sufficiently small it has to be smaller than 1

and small enough such that there are at least two packets allowed to leave 𝑒 at each time step, i.e.,

â𝑒 = a𝑒 · 𝛼/𝛽 ≥ 2 (including the upper bound on the supply rates).

Note that this theorem implies a convergence rate of

√
𝛼 for the arrival times of a given packet-

particle-pair. Though, the constant might grow exponentially in the packet/particle index.

The roadmap of the proof goes as follows. We do an induction on 𝐾 , i.e., in each induction

step we extend the validity of the statement by 𝜏∗ time units. This enables us to consider each arc

individually. For the induction step we introduce a hypothetical flow over time that matches the

inflow rates of the packet model but follows the flow over time dynamics. With this additional

ingredient we are able to show that the exit times, and hence the arrival times, of the packets and

corresponding particles do not differ too much.

For an important simplification, note that packets of a commodity 𝑗 that enter into the network

at a node 𝑣 behave like packets coming from an incoming arc with capacity 𝑢 𝑗 (cf. Algorithm 1).

For the sake of clarity we do not introduce additional notation but instead implicitly assume that

𝛿−𝑣 includes these auxiliary arcs with a𝑒 B 𝑢 𝑗 .

Furthermore, we define the rate bound ^𝑒 for all arcs 𝑒 = 𝑢𝑣 by

^𝑒 B max


∑︁
𝑒′∈𝛿−𝑢

(a𝑒′ + 1) , a𝑒 + 1

 .
This is an instance constant that only depends on the arc capacities, including the upper bounds

of the supply rates. Since the number of leaving packets of each predecessor arc 𝑒 ′ (including
the auxiliary arcs for newly released packets) is upper bounded by â𝑒′ + 1 in every time step, we

have that 𝑔−
𝑒′ (\ ) ≤ a𝑒′ + 𝛽/𝛼 . Since 𝛽/𝛼 is assumed to be smaller than 1, ^𝑒 does indeed bound the

maximal inflow into 𝑒 as well as the maximal outflow of 𝑒 for both the packet model as well as the

flow over time model.

We structure the proof with the help of three lemmas, which we present in the following. Due to

the technical nature of the proofs and the limited space we only present the key ideas here. The

complete proofs can be found in the full version.

We start with the following lemma showing that the waiting time in the packet model can be

approximated by the queue size divided by the capacity.

Lemma 5.2. For all arcs 𝑒 = 𝑢𝑣 , all commodities 𝑗 ∈ 𝐽𝑒 and every \ ∈ R≥0 the waiting time at arc 𝑒
in the packet model satisfies����𝑞𝐷𝑗,𝑒 (\ ) − 𝑧𝐷𝑒 (\ + ⌈𝜏𝑒⌉𝛼 )a𝑒

���� ≤ 2𝛼 + 𝛼^𝑒
a𝑒
+ 𝛽

a𝑒
.

The key observation of the proof is that the current capacities in average over the time steps are

very similar to a𝑒 . Combined with several deviations caused by rounding in time and flow volume,

this leads to the stated bound.
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Hypothetical flow over time. For a fixed arc 𝑒 = 𝑢𝑣 we introduce the hypothetical flow over
time by setting ℎ+𝑗,𝑒 B 𝑔+𝑗,𝑒 and ℎ

−
𝑗,𝑒 : R≥0 → R≥0 according to (3) and (4). In other words, we

take the inflow rates of the discrete packet model, but determine the outflow rates according to

the flow over time model. We define the cumulative flows as before by 𝐻+𝑗,𝑒 (\ ) B
∫ \

0
ℎ+𝑗,𝑒 (b) db

and 𝐻−𝑗,𝑒 (\ ) B
∫ \

0
ℎ−𝑗,𝑒 (b) db . Clearly, we have 𝐻+𝑗,𝑒 = 𝐺+𝑗,𝑒 , but in general we cannot expect that

𝐻−𝑗,𝑒 equals 𝐺
−
𝑗,𝑒 . Again, we define the total hypothetical cumulative flow by 𝐻+𝑒 B

∑
𝑗 ∈𝐽 𝐻

+
𝑗,𝑒 and

𝐻−𝑒 B
∑
𝑗 ∈𝐽 𝐻

−
𝑗,𝑒 . The queue size, waiting time and exit time function for the hypothetical inflow

rate are denoted by 𝑧𝐻𝑒 , 𝑞
𝐻
𝑒 and 𝑇𝐻𝑒 . We can even define hypothetical arrival times at 𝑢 and 𝑣 for all

𝜙 ∈ 𝑀 𝑗 by

𝑘 𝑗,𝑢 (𝜙) B min { \ ∈ R≥0 | 𝐻+𝑗,𝑒 (\ ) = 𝜙 } and 𝑘 𝑗,𝑣 (𝜙) B min { \ ∈ R≥0 | 𝐻−𝑗,𝑒 (\ ) = 𝜙 } .
Clearly, we have that 𝑘 𝑗,𝑢 (𝑖𝛽) = ℓ𝐷𝑗,𝑢 (𝑖) for all 𝑖 ∈ 𝑁 𝑗 . Since the hypothetical flow on arc 𝑒 follows the

continuous flow dynamics we have 𝑘 𝑗,𝑣 (𝜙) = 𝑘 𝑗,𝑢 (𝜙) + 𝜏𝑒 + 𝑞𝐻𝑒 (𝑘 𝑗,𝑢 (𝜙)). Note that the hypothetical
flow rates are considered on each arc separately. In particular, we cannot expect that they satisfy

flow conservation.

In the next lemma we show that, given some particle 𝜙 , whenever the difference of the arrival

times at 𝑢 (hypothetical flow compared to continuous flow) is not too large for all particles arriving

earlier than 𝜙 , then this is also true for the difference of the arrival times of particle 𝜙 at node 𝑣 .

Lemma 5.3. Consider an arc 𝑒 = 𝑢𝑣 , a commodity 𝑗 ∈ 𝐽𝑒 and a particle 𝜙 ∈ 𝑀 𝑗 with 𝜙 ∈ 𝛽N.
Suppose there exists a 𝛿 > 𝛼 with ��ℓ𝑗 ′,𝑢 (𝜑) − 𝑘 𝑗 ′,𝑢 (𝜑)�� ≤ 𝛿
for all commodities 𝑗 ′ ∈ 𝐽𝑒 , and all particles 𝜑 ∈ 𝑀 𝑗 ′ with 𝜑 ∈ 𝛽N and ℓ𝑗 ′,𝑢 (𝜑) ≤ ℓ𝑗,𝑢 (𝜙) or
𝑘 𝑗 ′,𝑢 (𝜑) ≤ 𝑘 𝑗,𝑢 (𝜙). Then it holds that��ℓ𝑗,𝑣 (𝜙) − 𝑘 𝑗,𝑣 (𝜙)�� ≤ 11

^𝑒

a𝑒
· 𝛿.

The proof of this lemma works in three steps. First, we bound the difference between the total

cumulative inflows 𝐹+𝑒 (ℓ𝑗,𝑢 (𝜙)) and 𝐻+𝑒 (𝑘 𝑗,𝑢 (𝜙)) by carefully analyzing the flow of all commodities.

In step two we show that the total cumulative outflows 𝐹−𝑒 (ℓ𝑗,𝑢 (𝜙) + 𝜏𝑒 ) and 𝐻−𝑒 (𝑘 𝑗,𝑢 (𝜙) + 𝜏𝑒 ) are
not too different by combining the flow over time dynamics with the result of step one. This leads

to a bounded difference of the queue lengths, and hence, of the waiting times. In the final step, we

use this to show that the deviation of the arrival times does not increase too much when going

from 𝑢 to 𝑣 .

In the next lemma we bound the difference between the hypothetical arrival time 𝑘 𝑗,𝑣 and the

refined packet arrival time ℓ𝐷𝑗,𝑣 .

Lemma 5.4. Given an arc 𝑒 = 𝑢𝑣 , a point in time \ and a commodity 𝑗 ∈ 𝐽𝑒 . For sufficiently small 𝛼
it holds that���𝑘 𝑗,𝑣 (𝜙) − ℓ𝐷𝑗,𝑣 (⌈𝜙𝛽 ⌉)��� ≤ 𝐶1 ·

√
𝛼 + \ ·𝐶2 ·

√
𝛼 for 𝜙 ∈ 𝑀 𝑗 with 𝑘 𝑗,𝑢 (𝜙) ≤ \ .

Here, 𝐶1 and 𝐶2 are positive constants that only depend on the instance properties ^𝑒 and a𝑒 .

This lemma is proven by an involved induction over 𝜙 ∈ 𝑀 𝑗 in
√
𝛼 − 𝛽 steps. For the induction

we merge all commodities into a single commodity, which only exists on 𝑒 . This causes just a

negligible additional error. For the induction step we distinguish three cases. If the discrete and the

hypothetical queue are smaller than

√
𝛼 (Case 1) then Lemma 5.2 implies that the arrival times at 𝑣

are similar. If the hypothetical queue is longer than the discrete queue and longer than

√
𝛼 (Case 2)

we consider the particle 𝜙 ′ that leaves 𝑒 at the point in time when 𝜙 lines up in the queue. The

 
Technical Program Presentation ∙ EC '21, July 18–23, 2021, Budapest, Hungary

811



difference between the arrival times of 𝜙 ′ and the corresponding packet is bounded by induction.

Since the queues in both models operate roughly at the same capacity rate, the difference between

the arrival times of 𝜙 and ⌈𝜙
𝛽
⌉ is small. In the remaining case, the proof idea is similar to Case 2 but

with interchanged roles for particles and packets.

With the help of the previous lemmas, we can finally prove Theorem 5.1:

Proof of Theorem 5.1. We prove this theorem by an induction on 𝐾 . For the base case we

consider a point in time \ ∈ [0, 𝜏∗). In this case we only have to consider the nodes 𝑜 𝑗 for each

commodity 𝑗 since for all other nodes there is no particle 𝜙 ∈ 𝑀 𝑗 with ℓ𝑗,𝑣 (𝜙) ≤ \ and also no

packet 𝑖 with ℓ𝐷𝑗,𝑣 (𝑖) ≤ \ .
For the release times we get

ℓ𝐷𝑗,𝑜 𝑗 (𝑖) = 𝑟𝑖 = min

{
\ ∈ Θ𝛼

����� ∫ \

0

𝑢 𝑗 (b) db ≥ 𝑖𝛽
}

= min

{
\ ∈ Θ𝛼

����� ∫ \

0

𝑢 𝑗 (b) db ≥ 𝜙
}
∈ [ℓ𝑗,𝑜 𝑗 (𝜙), ℓ𝑗,𝑜 𝑗 (𝜙) + 𝛼] .

For the induction step assume the theorem is proven for 𝐾 − 1. Consider a packet 𝑖 ∈ 𝑁 𝑗 and
a particle 𝜙 B 𝑖𝛽 ∈ 𝑀 𝑗 with min{ℓ𝑗,𝑣 (𝜙), ℓ𝐷𝑗,𝑣 (𝑖)} < 𝐾𝜏∗. If 𝑖 is released at node 𝑣 the statement

holds with the considerations of the base case. Otherwise, for the node 𝑢 with 𝑒 = 𝑢𝑣 ∈ 𝑃 𝑗 it holds
that min{ℓ𝑗,𝑢 (𝜙), ℓ𝐷𝑗,𝑢 (𝑖)} ≤ min{ℓ𝑗,𝑣 (𝜙), ℓ𝐷𝑗,𝑣 (𝑖)} − 𝜏𝑒 ≤ (𝐾 − 1)𝜏∗, and therefore, we can apply the

induction hypothesis to node 𝑢 to obtain

max{ℓ𝑗,𝑢 (𝜙), ℓ𝐷𝑗,𝑢 (𝑖)} ≤ min{ℓ𝑗,𝑢 (𝜙), ℓ𝐷𝑗,𝑢 (𝑖)} +
𝜏𝑒

2

≤ min{ℓ𝑗,𝑣 (𝜙), ℓ𝐷𝑗,𝑣 (𝑖)} −
𝜏𝑒

2

≤ (𝐾 − 1)𝜏∗. (5)

For the first inequality note that we require

√
𝛼 < 𝜏𝑒/2 ·𝐶−(𝐾−1)

.

By introducing the hypothetical flow on arc 𝑒 , we can apply Lemma 5.3 with 𝛿 B 𝐶𝐾−1
√
𝛼 . The

preconditions of the lemma are satisfied, since we can apply the induction hypothesis to every 𝜑

with min {ℓ𝑗,𝑢 (𝜑), ℓ𝐷𝑗,𝑢 (𝜑)} ≤ max {ℓ𝑗,𝑢 (𝜙), ℓ𝐷𝑗,𝑢 (𝜙)} thanks to (5). Note that 𝑘 𝑗 ′,𝑢 (𝜙 ′) = ℓ𝐷𝑗 ′,𝑢 (𝑖 ′) for
all 𝑖 ′ ∈ 𝑁 𝑗 ′ and 𝜙 ′ = 𝑖 ′𝛽 ∈ 𝑀 𝑗 ′ . Lemma 5.3 gives us��ℓ𝑗,𝑣 (𝜙) − 𝑘 𝑗,𝑣 (𝜙)�� ≤ 11

^𝑒

a𝑒
𝐶𝐾−1

√
𝛼.

For sufficiently small 𝛼 it holds that 𝐶𝐾−1
√
𝛼 ≤ 𝜏∗. Hence, again by the induction hypothesis, we

obtain

ℓ𝐷𝑗,𝑢 (𝑖) ≤ min { ℓ𝐷𝑗,𝑢 (𝑖), ℓ𝑗,𝑢 (𝜙) } +𝐶𝐾−1
√
𝛼 < (𝐾 − 1)𝜏∗ + 𝜏∗ ≤ 𝐾𝜏∗.

Applying Lemma 5.4 with \ B 𝐾𝜏∗ yields��𝑘 𝑗,𝑣 (𝜙) − ℓ𝐷𝑗,𝑣 (𝑖)�� ≤ 𝐶1

√
𝛼 + 𝐾𝜏∗𝐶2

√
𝛼.

Finally, by choosing 𝐶 large enough we obtain��ℓ𝑗,𝑣 (𝜙) − ℓ𝐷𝑗,𝑣 (𝑖)�� ≤ ��ℓ𝑗,𝑣 (𝜙) − 𝑘 𝑗,𝑣 (𝜙)�� + ��𝑘 𝑗,𝑣 (𝜙) − ℓ𝐷𝑗,𝑣 (𝑖)��
≤ 11

^𝑒

a𝑒
𝐶𝐾−1

√
𝛼 +𝐶1

√
𝛼 + 𝐾𝜏∗𝐶2

√
𝛼

≤ (𝐶 −
√
𝐶)𝐶𝐾−1

√
𝛼 + 𝐾𝐶

√
𝛼

≤
(
𝐶𝐾 −𝐶𝐾−0.5 + 𝐾𝐶

) √
𝛼

≤ 𝐶𝐾
√
𝛼.
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The inequalities hold by choosing 𝐶 large enough such that the following conditions are satisfied

𝐶 −
√
𝐶 ≥ 11

^𝑒

a𝑒
, 𝐶 ≥ 𝐶1 +𝐶2𝜏

∗
and 𝐶𝐾−0.5 ≥ 𝐾𝐶 for 𝐾 ∈ { 2, 3, . . . } .

Note that the last condition holds for all 𝐶 ≥ 4. □

Since each commodity has a bounded flow mass and the supply rate functions have a bounded

support, there exists a point in time when the last particle enters the network. As the particles travel

along predefined paths there exists a finite time horizon, i.e., a point in time at which all particles

have arrived at their destinations and the network is empty from this point in time onward. By

Theorem 5.1 this implies that there is also a finite time horizon for all packet routing instances with

𝛼 ≤ 1 simultaneously. With this observation Theorem 5.1 implies convergence of the arrival times,

and even stronger, it is possible to show that the flows converge by proving uniform convergence

of the cumulative flow rates.

Theorem 5.5. Let (𝑉 , 𝐸, (a𝑒 )𝑒∈𝐸, (𝜏𝑒 )𝑒∈𝐸) be a network and 𝐽 be a finite set of commodities, each
𝑗 ∈ 𝐽 equipped with a simple 𝑜 𝑗 -𝑑 𝑗 -path 𝑃 𝑗 and an integrable and bounded supply rate function𝑢 𝑗 with
bounded support. Consider the packet routings induced by a sequence of discretization parameters (𝛼, 𝛽)
such that 𝛼 and 𝛽

𝛼
go to zero. Then the following two statements hold:

(1) For every 𝑣 ∈ 𝑉 , 𝑗 ∈ 𝐽𝑣 and 𝜙 ∈ 𝑀 𝑗 , the arrival time ℓ𝐷𝑗,𝑣 (⌈
𝜙

𝛽
⌉) of the packet model converges to

the arrival time ℓ𝑗,𝑣 (𝜙) of the flow model.
(2) For all 𝑒 = 𝑢𝑣 ∈ 𝐸 and all 𝑗 ∈ 𝐽𝑒 the cumulative flow 𝐺+𝑗,𝑒 of the packet model converges

uniformly to the cumulative flow 𝐹+𝑗,𝑒 of the flow model. Analogously, 𝐺−𝑗,𝑒 converges uniformly
to 𝐹−𝑗,𝑒 .

Proof. For (1) first observe that by the continuity of ℓ𝑗,𝑣 we have that ℓ𝑗,𝑣 (⌈𝜙⌉𝛽 ) → ℓ𝑗,𝑣 (𝜙) for
𝛽 → 0. The statement then follows immediately by Theorem 5.1 with 𝐾 large enough such that

ℓ𝑗,𝑣 (𝜙) ≤ 𝐾𝜏∗.
For (2) let Y > 0. By Theorem 5.1 it is possible to choose (𝛼, 𝛽) small enough such that��ℓ𝐷𝑗,𝑢 (𝑖) − ℓ𝑗,𝑢 (𝑖𝛽)�� ≤ Y − 𝛽^𝑒

for every packet 𝑖 ∈ 𝑁 𝑗 . This is possible by again choosing 𝐾 large enough such that at time 𝐾𝜏∗

all particles have left the network.

Given a point in time \ , we consider the particle 𝜙 B 𝐹+𝑗,𝑒 (\ ) ∈ 𝑀 𝑗 . We denote the two packets

that are as close as possible to 𝜙 by 𝑖− B ⌊𝜙
𝛽
⌋ ∈ 𝑁 𝑗 and 𝑖+ B ⌈𝜙𝛽 ⌉ ∈ 𝑁 𝑗 (see below for the case that

one of them does not exist).

Note that the arrival time of packet 𝑖− cannot be much later than \ , and analogously, the arrival

time of 𝑖+ cannot be much earlier than \ . More precisely,

ℓ𝐷𝑗,𝑢 (𝑖−) −
Y − 𝛽
^𝑒
≤ ℓ𝑗,𝑢 (𝑖−𝛽) ≤ \ ≤ ℓ𝑗,𝑢 (𝑖+𝛽) ≤ ℓ𝐷𝑗,𝑢 (𝑖+) +

Y − 𝛽
^𝑒

.

Since the slope of 𝐺+𝑗,𝑒 is bounded by ^𝑒 and 𝐹
+
𝑗,𝑒 (\ ) ≤ 𝑖−𝛽 + 𝛽 , we obtain

𝐺+𝑗,𝑒 (\ ) ≥ 𝐺+𝑗,𝑒 (ℓ𝐷𝑗,𝑢 (𝑖−)) −
Y − 𝛽
^𝑒
· ^𝑒 = 𝑖−𝛽 − (Y − 𝛽) ≥ 𝐹+𝑗,𝑒 (\ ) − Y.

Analogously, we get an upper bound on 𝐺+𝑗,𝑒 by using 𝐹+𝑗,𝑒 (\ ) ≥ 𝑖+𝛽 − 𝛽

𝐺+𝑗,𝑒 (\ ) ≤ 𝐺+𝑗,𝑒 (ℓ𝐷𝑗,𝑢 (𝑖+)) +
Y − 𝛽
^𝑒
· ^𝑒 = 𝑖+𝛽 + Y − 𝛽 ≤ 𝐹+𝑗,𝑒 (\ ) + Y.
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For the case that 𝑖− = ⌊𝜙
𝛽
⌋ = 0 ∉ 𝑁 𝑗 we use the trivial lower bound of 𝐺+𝑗,𝑒 (\ ) ≥ 0 and for the

case that 𝑖+ = ⌈𝜙
𝛽
⌉ =

��𝑁 𝑗 �� + 1 ∉ 𝑁 𝑗 we use the upper bound 𝐺
+
𝑗,𝑒 (\ ) ≤

��𝑁 𝑗 �� · 𝛽 ≤ 𝜙 + 𝛽 ≤ 𝐹+𝑗,𝑒 (\ ) + Y.
With the exact same arguments it holds that

���𝐺−𝑗,𝑒 (\ ) − 𝐹−𝑗,𝑒 (\ )��� ≤ Y. □

6 EXISTENCE OF APPROXIMATE PURE NASH EQUILIBRIA
As an application of the convergence result we show the existence of approximate pure Nash

equilibria in our competitive packet routingmodel by using the existence of exact dynamic equilibria

for flows over time. This is particularly interesting for the multi-commodity setting, where exact

pure Nash equilibria do not exist in general as it was shown in Proposition 2.1.

Theorem 6.1. Consider a network (𝑉 , 𝐸, (a𝑒 )𝑒∈𝐸, (𝜏𝑒 )𝑒∈𝐸), a constant 𝑇 > 0 and a set of commodi-
ties 𝐽 , each 𝑗 ∈ 𝐽 equipped with an origin-destination-pair (𝑜 𝑗 , 𝑑 𝑗 ) and an integrable and bounded
supply rate function 𝑢 𝑗 : [0,𝑇 ] → R≥0. For every Y > 0 there are discretization parameters (𝛼, 𝛽), such
that the corresponding competitive packet routing game possesses an Y-equilibrium.

Proof. Fix Y > 0. We consider a multi-commodity Nash flow over time 𝑓 , which exists due

to Cominetti et al. [4, Theorem 8]. It can be decomposed into a path-based flow over time

(𝑓𝑃 )𝑃 ∈P , where P B { 𝑃 is an 𝑜 𝑗 -𝑑 𝑗 -path of some commodity 𝑗 } (cf. [4, Section 2.7]). Addition-

ally, Cominetti et al. have shown in [4, Lemma 7] that the path arrival times (ℓ𝑃,𝑑𝑃 )𝑃 ∈P depend

continuously on the path inflow rates (𝑓𝑃 )𝑃 ∈P . Hence, we can choose 𝛿 > 0 small enough such that

for all path inflow rates ( ˜𝑓𝑃 )𝑃 ∈P , which differ by at most 𝛿 from (𝑓𝑃 )𝑃 ∈P (i.e.,

∑
𝑃 ∈P ∥ 𝑓𝑃 − ˜𝑓𝑃 ∥𝐿2 ≤ 𝛿)

the corresponding arrival times (ℓ̃𝑃,𝑑𝑃 )𝑃 ∈P satisfy��ℓ𝑃,𝑑𝑃 (𝜙) − ℓ̃𝑃,𝑑𝑃 (𝜙)�� ≤ Y

4

for all particles 𝜙 and all paths 𝑃 ∈ P. (6)

By considering each path 𝑃 in P as a separate commodity, we obtain path-based supply rates

(𝑢𝑃 )𝑃 ∈P B (𝑓𝑃 )𝑃 ∈P . Combining Theorem 5.1 with a suitable time horizon 𝐻 provides a pair of

discretization parameters (𝛼, 𝛽) such that for every packet 𝑖 ∈ 𝑁𝑃 in the corresponding packet

routing it holds that ���ℓ𝑃,𝑑𝑃 (𝑖𝛽) − ℓ𝐷𝑃,𝑑𝑃 (𝑖)��� ≤ Y

4

for all 𝑃 ∈ P .

Additionally, we require 𝛽 to be small enough such that (6) holds for all
˜𝑓 that can be created by

shifting a flow volume of at most 𝛽 within 𝑓 .

In the following we show that the obtained packet routing constitutes an Y-equilibrium. Assume

for contradiction that there is a packet 𝑖 that would arrive at least Y earlier by switching from its

path 𝑃 to some other 𝑜𝑃 -𝑑𝑃 -path 𝑃
′
. By considering the modified supply rates �̃� that result from

shifting the 𝛽 flow volume corresponding to packet 𝑖 from 𝑃 to 𝑃 ′, we obtain a modified flow over

time
˜𝑓 and a modified packet routing with arrival times ℓ̃ and ℓ̃𝐷 . Again with Theorem 5.1 we

obtain that ���ℓ̃𝑃 ′,𝑑𝑃 (𝑖𝛽) − ℓ̃𝐷𝑃 ′,𝑑𝑃 (𝑖)��� ≤ Y

4

.

Note, that the constant𝐶 in Theorem 5.1 only depends on the instance. By choosing𝐶 large enough,

it is possible to shift the flow volume without loosing the bound on the arrival times.
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Combining all this, we obtain

ℓ𝑃,𝑑𝑃 (𝑖𝛽) − ℓ𝑃 ′,𝑑𝑃′ (𝑖𝛽)
(6)

≥ ℓ𝑃,𝑑𝑃 (𝑖𝛽) − ℓ̃𝑃 ′,𝑑𝑃′ (𝑖𝛽) −
Y

4

≥ ℓ𝐷
𝑃,𝑑𝑃
(𝑖) − ℓ̃𝐷

𝑃 ′,𝑑𝑃′
(𝑖) − 3Y

4

≥ Y − 3Y

4

> 0.

But this is a contradiction to the fact that 𝑓 is a Nash flow over time, since all particles of the flow

volume corresponding to packet 𝑖 use path 𝑃 even though path 𝑃 ′ is strictly faster. □

7 OPEN PROBLEMS
This work is the first that proves a connection between continuous dynamic models and discrete

packet routing models. There are several possible directions to proceed with this research.

Our bound on the discretization error increases exponentially in time. Experiments [30] indicate

that there might be a time independent bound though. Can a better upper and maybe also a lower

bound on the worst case error be shownmathematically? Furthermore, what is the best convergence

rate (in 𝛼) for a fixed particle? We prove a convergence rate of

√
𝛼 , which is clearly not the best

possible. However, even rounding the transit time of a single arc causes a deviation of up to 𝛼/2
showing that a convergence rate cannot be faster than linear in 𝛼 .

In the single-origin-destination setting, pure Nash equilibria exist for all competitive packet

routing games and Nash flows over time are well understood. Given a sequence of these exact

packet routing equilibria, whose discretization parameters converge to zero, does the limit exist?

If yes, does it constitute a Nash flow over time? What would this mean for the price of anarchy

(PoA)? Packet routing models often have a PoA in Ω( |𝑁 |), whereas the PoA of Nash flows over

time is conjectured to be
𝑒
𝑒−1

[7]. This seems to be contradicting at first glance, but in the extreme

examples that achieve a PoA of Ω( |𝑁 |) in the packet routing models the networks grow linearly

with the number of players. For the convergence process the network is fixed, thus, the PoA might

decrease. Further investigation in this regard would certainly be interesting.

In the transport simulation MATSim, traffic assignments are computed by an iterative best

response procedure. Naturally, this raises the question whether best response dynamics converge

to approximate equilibria in the competitive packet routing model. If this could be proven mathe-

matically, it would further extend the theoretical foundation of MATSim.
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